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Classifying agents into subgroups in order to measure the plight of the “poor”, “middle

class” or “rich” is common place in economics, unfortunately the definition of class

boundaries is contentious and beset with problems. Here a technique based on mixture

models is proposed for surmounting these problems by determining the number of

classes in a population and estimating the probability that an agent belongs to a

particular class. All of the familiar statistics for describing the classes remain available

and the possibility of studying the determinants of class membership is raised. As a

substantive illustration we analyze household income in Urban China in the last decade

of the 20th Century. Four income groups are classified and the progress of those “poor”,

“lower middle”, “upper middle” and “rich” classes are related to household and regional

characteristics to study the impact of urbanization and the one child policy on class

membership over the period.
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1 Introduction.

A cursory survey of leading economic journals will reveal a long established practice in

the economics profession of classifying agents within a society into groups in order to

measure and study their wellbeing or behavior. Invariably this has involved specifying

boundaries or frontiers for class inclusion and exclusion purposes, (to establish who

constitute the poor, the middle and the rich classes for example). To the extent that

these boundaries have an arbitrary quality they have been a matter of much concern

and dispute among researchers. Here a technique is proposed for categorizing agents

without resort to such contentious boundaries, rather an agent’s category is partially

determined by their observed behavior. The determination is partial in the sense that

only the probability of category membership can be determined for each agent and

usually it is not 0 or 1. In this sense there is only partial determination of class

membership, however this is shown to not hinder analysis of behavior of the classes in

many dimensions.

Examples of disputed boundaries are not hard to find, determining the poor has

probably been the most contentious. The poor are usually identified by specifying some

income poverty cut-off and agents with an income level equal to or below that cut-off

are in the poor group. There ensued an extensive literature on how the cut-off should be

determined with the Sen (1983) versus Townsend (1985) relative versus absolute debate

being a feature (Foster, 1998). Townsend advocated a relative measure reflecting a

public view of what is socially acceptable (Hill, 2002)1 usually a proportionate to

median income line, for example 50% of median income, Sen advocated an absolute

measure reflecting a needs based view, the U.N. $1 and $2 a day measures are an

example, Citro and Michael (1995) proposed a combination of the two.

Things are not different when the focus of the analysis is on the middle class. Re-

cently Atkinson and Brandolini (2011) observed that a substantial economics literature

has taken a narrow view of the identification of middle class membership in that it has

largely been a matter of locating an individual’s income in the size distribution of in-

1This view is not recent, Adam Smith is often interpreted as having a “relative” sense of necessity
when he wrote: “· · ·By necessaries I understand, not only the commodities which are indispensably
necessary for the support of life, but whatever the custom of the country renders it indecent for
creditable people, even the lowest order, to be without” Smith (1976).
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comes. For example Easterly (2001) defines the “middle class” as those lying between

the 20th and 80th percentile on the consumption distribution. Such a definition fixes

the size of the class, it cannot shrink or expand relative to the size of the population

so that issues such as the “disappearance or emergence of the middle class” cannot be

addressed. Similarly a growing literature on the incomes of the rich class (for example

Saez and Veall, 2005) defines the class by some high quantile hence suffering the same

problem. Banerjee and Duflo (2008) use an acknowledged ad hoc range of values, those

households whose daily per capita expenditures valued at purchasing power parity are

between $2 and $4, and those households between $6 and $10 (this can be considered an

absolute middle class measure corresponding to an absolute poverty measure). Beach,

Chaykovski and Slotsve (1997) consider the proportions of individuals above a scaled

up value of median wages using 0.25, 0.5 and 0.75 of the median as frontiers and below

a scaled up value of the median wage using 1.25, 1.5 and 1.75 of the median as frontiers

(which is akin to a relative middle class measure corresponding to a relative poverty

measure).

The most recent disputation as to the value of this type of classification argues that

“wellness” in general is a many dimensioned concept so that income of itself is but a

vague reflection of societal wellness (Fitoussi, Sen and Stiglitz, 2011). Sen and others

(e.g. papers in Grusky and Kanbur, 2006; Kakwani and Silber, 2008; Nussbaum,

2011; Alkire and Foster, 2011) have forcibly argued that limitations to individual’s

functionings and capabilities should be considered the determining factors in her/his

poorness or wellness, again implying that an individual’s income will only partially

reflect her/his poverty status. With respect to the middle class the analysis has been

extended to wealth and property and, largely at the behest of sociologists (see for

example Goldthorpe, 2010), it has been extended to occupational status, with control

over resources and position in the division of labour being determining features. Indeed

this lead Atkinson and Brandolini to argue for the re-integration of different approaches

to the concept of middle class. As they observed (p.20) “The entire social stratification

has become more complex: . . . social class and income distribution largely belong to

separate fields of analysis – the former a favorite terrain for sociologists, the latter a

topic largely for economists.” Unfortunately as more characteristics are added to the

list of features that determine class, the boundaries set in any one of them for the
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determination of class membership inevitably become blurred or at least much more

difficult to define., intensifying the arbitrary nature of the process (Alkire and Foster,

2011; Anderson, 2010; Anderson et al., 2006 and 2011). Furthermore many of the

determining features of an individuals class, the freedoms they enjoy, the capabilities

they possess (as opposed to the extent to which they exercise those capabilities) and the

security they experience in their actions are fundamentally unobservable characteristics

of an individual agent. However, if these unobservable characteristics do limit or bound

observable actions of an individual and if members within each class face similar limits

to those characteristics which are different from the limits faced by other classes, it

may be possible to discern individual behavior common to a class in the stochastic

process that describes their observable actions.

There is an extensive theoretical literature on the size distribution amongst agents

defined by a vector x of outcomes that is the consequence of a stochastic process.

Very often the size distribution turns out to be multivariate normal or log normal,

Gibrat’s law is a classic example of such theorems typically referred to in the statistics

literature as Central Limit Theorems (Gibrat, 1930 and 1931; see Sutton, 1997 for

a discussion). The power of these laws, like all central limit theorems, is that a (log)

normal distribution prevails in the limit almost regardless of the underlying distribution

of the stochastic shocks though the mean and variance of the distribution do depend

on the parameters governing the process. The choice of normality or log normality

under Gibrat’s Law is in some sense arbitrary since it depends on the assumed nature

of the process of x. If the process is assume to be in levels the resulting distribution of

x will be log normal, if it is assumed to be in terms of exp(x) the resultant distribution

of x will be normal.

Suppose that the functionings and capabilities set that characterize a particular

class (denote it “j”) also determine the parameters that govern the stochastic process

of an observable vector variable x for that class. To the extent that the functionings and

capabilities of different classes impose different limits on the actions of their members

with respect to x, x at time t will have a particular multivariate distribution fj(x)

that is distinguishable from the corresponding distribution of fh(x) for class j 6= h.

Furthermore the distribution of x in the population will be a mixture of these subclass

distributions where the mixing weights are the proportions of society that are members
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of the respective classes. If these sub distributions and their respective weights can

be estimated, much can be said about the behavior and state of wellbeing of classes

without resorting to debates about defining boundaries. Indeed it turns out that under

certain conditions estimates of the sub distributions yield estimates of the probability

that agent i with outcome xi is a member of the j’th class j = 1, · · · , K.

In the following, a model that estimates class membership probabilities and simulta-

neously the influence of possible determinants of class membership is presented. Some

possibilities for calculating various descriptive statistics and polarization measures are

also suggested. The model is exemplified in section 3 in a study of urban Chinese

household incomes drawn from six Provinces over the last decade of the 20th century.

We estimated mixture parameters stratified by year along with the effects of individual

determinants or factors governing class membership. In addition to these factors the

effect of the substantial urbanization that took place over the period together with the

impact of the One Child Policy which was introduced in 1978 will be examined. The

policy, which was particularly effective in urban China, not only influenced the fertility

decisions of households but changed fundamentally the way families were formed in

terms of partner choices and investments in children (Anderson and Leo, 2009; 2013).

Section 4 concludes.

2 The model.

2.1 Partial definition of group membership.

Assume a finite number K of classes in society whose behaviors are governed by their

circumstances to the extent the path of the vector of outcomes x which describes their

behavior follows a distinct process for each of the classes. In this case the joint size

distribution of the x of the j’th group (j = 1, 2, · · · , K), fj(x) will be distinct from

the h’th (h 6= j) group distribution fh(x). With K such groups in a society, the overall

distribution f(x) will be a mixture of these distributions (components):

f(xi) =
K∑
j=1

wijfj(xi); where
K∑
j=1

wij = 1, ∀i = 1, · · · , n. (1)

where wij represents the prior membership probability of agent i to belong to compo-

nent j.
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The propensity of belonging to one or another group is a central issue in the analysis,

and to this end the membership probabilities may be modeled as follows. Suppose zi

is a vector of circumstances or observable characteristics that contribute to determine

the membership of agent i with outcome xi to class j. Therefore, the effects βj of the

observable characteristics z are related to the probabilities of belonging to a certain

component j in the following form:

wij = prob {I(Ci = j) = 1|Z} = g (βj, zi) , i = 1 · · · , n, and j = 1, · · · , K. (2)

In this system of equations the wij sum to one over j and reside in the unit interval

so that the link function g(.) will have to satisfy the appropriate constraints much like

systems of demand equations which describe expenditure shares. The natural solution

would be to use a logistic transform, but a crucial issue is that Ci values are not

observed, so that a classical multinomial logistic regression model can not be fitted

directly.

The assumptions of our model can be summarized in a system of non-linear equa-

tions as follows: 
f(xi) =

∑K
j=1wijfj(xi)

log
(
wij
wi1

)
= ziβj, j = 2, . . . , K.

(3)

where sometimes class-specific parameters can be assumed to be homogeneous, with

the exception of a class-specific intercept (Agresti, 2002). An equivalent representation

is given by model

f(xi) =
K∑
j=1

eziβj∑
h e

ziβh
fj(xi),

if we let β1 = 0 by convention.

Given some assumptions regarding the nature of the fj(xi)’s, these components

can be specified to belong to some parametric family (joint normality or log normality

are popular specifications that can be theoretically rationalized). For example, if the

components are assumed to belong to the multi-normal family, the mixture density can

be written as:
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f (xi; Ψ) =
K∑
j=1

wijfj (xi;µj,Σj) , (4)

where fj (xi;µj,Σj) denotes the multivariate normal density of the jth component with

mean vector µj and covariance matrix Σj. All the unknown parameters of the mixture

model are contained in Ψ = (β2, · · · ,βK , ξ′)′; in this case ξ consists of the elements of

the component means µ1, ...,µK and the distinct elements of the component-covariance

matrices Σ1, ...,ΣK . After estimation of the β parameters one may obtain the subject-

specific probabilities as

wij =
eziβj∑
h e

ziβh
.

Finite mixture models provide great flexibility in modeling unknown and heteroge-

neous distributional shapes with modality, skewness and non standard distributional

characteristics, whilst retaining some of the analytic advantages of parametric methods.

In the past decades, the extent and the potential of the applications of mixture models

have widened considerably in many fields2. The cost of achieving such flexibility is the

increase in the number of parameters to be estimated with the number of components

K.

Maximum likelihood (ML) estimation of mixture model parameters is facilitated

by use of the expectation-maximization (EM) algorithm (Dempster et al., 1977) which

has been proposed as an iterative method for solving incomplete data problems. In

mixture models, the incompleteness refers to the assignment of each data point to

the components of the mixture. Assuming the data X = {x1, · · · ,xn} independently

generated from (4), the log-likelihood of the parameters given the data is:

` (Ψ|X) =
n∑
i=1

log

(
K∑
j=1

fj (xi|µj,Σj) ·
eziβj∑
h e

ziβh

)
. (5)

The maximum likelihood principle ensures that the best model of the data is the

one with parameters that maximize (5). Maximizing (5) is quite difficult numerically

because of the sum of terms inside the logarithm. The likelihood function can however

be simplified by assuming the existence of additional but missing information. The

2See e.g. McLachlan and Peel, 2000, and Melnykov and Maitra, 2010, for detailed and up-to-date
reviews into theory and applications of mixture models.
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intuition is that if one had access to a latent random variable indicator depending

on which data point i was generated by which component j, the “complete data”

log-likelihood function would be:

`c (Ψ|X, C) =
n∑
i=1

K∑
j=1

I(Ci = j)log (fj (xi|µj,Σj)) +
n∑
i=1

K∑
j=1

I(Ci = j)log(wij), (6)

where I(Ci = j) represents the indicator variable that takes values 0 or 1 according to

whether unit i belongs to component j; and wij is as defined in (2).

The log-likelihood (6) no longer involves the logarithm of sum but since C is un-

known, `c can not be utilized directly and therefore its expectation is involved in

the estimation process. In the EM terminology, I(Ci = j) is treated as missing in-

formation and its posterior expectation estimated in the E-step. Note that a priori

Pr(Ci = j|zi) = wij. Starting from initial values of the vector of parameters Ψ(0) of

Ψ the EM algorithm consists of a sequence of alternate Expectation and Maximiza-

tion steps until a satisfactory degree of convergence occurs to the ML estimates.3 The

E-step, at the generic iteration ν+1, requires the computation of the conditional expec-

tation of `c given the data: EΨ(ν) {`c (Ψ|X, C)}. Since the complete-data log-likelihood

`c is linear in the unobservable data I(Ci = j), the E-step simply requires the calcula-

tion of the subjects’ current conditional probabilities of belonging to each component

j, τij:

EΨ(ν) {I(Ci = j)|X,Zi} = prob {I(Ci = j) = 1|X,Zi} (7)

that yields the posterior probability that agent i with outcome xi belongs to the

j-th component of the mixture:

τij =
wijfj(xi)∑K
h=1wihfh(xi)

, for i = 1, · · · , n and j = 1, · · · , K. (8)

For the sample, this is an n ×K matrix with its rows adding up to unity. In the

M-step, we estimate the parameters of each distribution. In estimating the param-

eters for component j, the indicator of belonging to component j is replaced by its

3It is well known that the likelihood function of normal mixtures is unbounded and the global
maximizer does not exist (McLachlan and Peel, 2000). Therefore, the maximum likelihood estimator
of Ψ should be the root of the likelihood equation corresponding to the largest of the local maxima
located. The solution usually adopted is to apply a range of starting solutions for the iterations.
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conditional expectation, equal to the subject’s conditional probability of belonging to

the component. The latent parameters β are updated through a classical Newton-

Raphson iteration for multinomial logistic models.4 A final issue concerns estimation

of standard errors of the parameters involved. The EM algorithm does not yield these

as a by-product. We proceed here using Oakes’ identity (Oakes, 1999), which requires

additional computational effort. According to Oakes’ identity, minus the expected in-

formation matrix is given by the second derivative of the conditional expected value

of the complete data log-likelihood given the observed data, plus the first derivative of

the score, for the same expected log-likelihood, with respect to the current value of the

parameters. This component is directly obtained at the M step of the EM algorithm,

while the second can also be obtained in closed form similarly.5 The standard errors are

then estimated as the square root of the diagonal of the expected information matrix.

Estimation of the posterior probabilities τij provides K group membership indices

for each agent in the population. How well determined are the respective groups?

Effectively it is possible for the group distributions to overlap, that is for agent i with

outcome xi to potentially be a member of more than one group. To the extent that

these distributions do not overlap (perfect segmentation in the terminology of Yitzaki,

1994) knowing an individual’s vector of outcomes will completely determine an agent’s

group and all of the agents in a group. To the extent that they do overlap an agent’s

vector of outcomes will only partially define her group member ship in the sense that

the probability of her being in a particular group is all that can be obtained. Trends

in the extent of overlap between class distributions reflect the extent to which groups

are polarizing or converging (Anderson, Linton and Wang, 2012). Unfortunately when

there is little overlap, as will be found to be the case here for some groups, the overlap

measure is unreliable so resort must be made to the trapezoidal measure (which is

asymptotically normal) given by 1/2
(
f(xm,j) + f(xm,h)

)
||xm,j − xm,h|| where xm,j is

the modal vector of the j-th group and f(xm,j) is the corresponding value of the pdf

at the modal point (Anderson, 2010; Anderson, Linton and Leo, 2012).

What of other characteristics of agents in a particular group? The probability

4It can be noted that when zi is a column-vector of ones, that is, we do not include covariates but
only an intercept, wij = wj , ∀i and a closed form solution exists for class weights wj , the marginal
probabilities.

5Computational details are reported in Appendix A.2.
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measures can serve as selectors which permit the calculation of a whole range of class

characteristics. Suppose agent i with xi reports the status of a characteristic z (suppose

for example it is an education, health or family background index) as zi, then a whole

range of indices for the status of the j’th class with respect to z can be calculated.

For example means, variances and Foster-Greer-Thorbecke (FGT, 1984) M-generalized

measure of poverty with respect to a cutoff z∗ would respectively be:

zj =

∑n
i=1 τij zi∑n
i=1 τij

V(zj) =

∑n
i=1 τij (zi − zj)2∑n

i=1 τij

FGTM(zj) =

∑n
i=1 τijI (z∗ − zi)

(
z∗−zi
z∗

)M−1∑n
i=1 τij

;

where

I (z∗ − zi) = 1 if z∗ − zi > 0 else = 0.

Naturally these statistics provide instruments for making interclass comparisons

so that various between class distance and dominance statistics may be computed

addressing such questions as how much better off are the middle class than the poor

in the dimension of z, or how polarized are particular classes. M’th order dominance

comparisons between group j and group h can be made by considering the incomplete

subgroup moments:

Fj(z
∗)− Fh(z

∗) =
n∑
i=1

[(
τij∑n
i=1 τij

− τih∑n
i=1 τih

)
(z∗ − zi)M−1 I (zi ≤ z∗)

]
.

3 Evolution of the income classes in urban China.

3.1 Data issues.

During the last part of the last century, urban Chinese households experienced pro-

found changes (e.g. Tao Yang, 1999; Wu and Perloff, 2005). The One Child Policy

intervention introduced in the late 1970’s changed fundamentally the nature of the

family in many respects in subsequent years. The Economic Reforms, also instigated

in the late 1970’s, appeared to promote unprecedented growth in urban incomes (as
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reported in Ravaillon and Chen, 2007), the average annual growth rate of urban house-

hold incomes per person over the period 1981-2002 was over 6%). In addition there was

a massive migration to the cities (in 1981 less than 20% of the Chinese population was

urbanized, by 2002 almost 40% of a growing population was urbanized). All of which

could have changed substantially the way that households relate to one another, one

aspect of which is the extent to which households grouped and evolved into classes.

Micro-data on ten cross-sectional annual surveys of urban households from three

coastal and three interior provinces in China from 1992 to 2001, coming from Urban

Household Surveys, are used to study the evolution of household income classes and

their determining characteristics over the period.

China is one of the few countries in which rural and urban household surveys were

separately implemented. The Urban Household Survey (UHS), promoted by the Chi-

nese National Bureau of Statistics (NBS), is a national survey that collects individual

and households data using a questionnaire and sampling frame designed to investigate

the phenomena of urban unemployment and poverty in China6.

The six selected provinces are characterized by different levels of per capita GDP:

Sichuan with per capita GDP in the year 2010 equal to 3,104 US $ (source: China’s

statistics yearbook), Shaanxi (per capita GDP equal to 3,996 US$), Hubei (per capita

GDP equal 4,079 US$), Jilin (per capita GDP equal to 4,614 US$), Shandong (per

capita GDP equal to 6,078 US$), Guandong (per capita GDP equal to 6,440 US$). In

each year the average sample in these provinces is around 4000 households resident in

13 cities. The main content of the UHS, besides demographic characteristics, includes

the basic conditions, such as living expenditures for consumption, purchase of major

commodities, durable consumer goods owned at the end of the year, housing conditions

and cash income and expenditures.

Analysis of class membership is based on the household disposable income from all

sources, that is the total of the personal income of all the members of the family. The

analysis is carried out on household income adjusted for different household sizes using

6As described in Fang et al. (1998), surveys of urban households started in 1956, were suspended
from 1966 to 1979, and resumed in 1980. In 1984, the Urban Social and Economic Survey Organization
was set up. The corresponding survey teams for urban surveys were established in 30 provinces. The
number of urban households surveyed increased from 8,715 in 1981 to around 33,000 in 1987 and has
remained about the same until the 2000’s. On the quality of household income surveys in China see
Bramall (2001).
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the square root scale, a scale which divides household income by the square root of

household size. Household incomes are reported in 1994 prices using the corresponding

national deflator. Since regional price differences are expected to be wide in China

(Brandt and Holz, 2006), comparison across provinces can not be implemented with-

out employing spatial price indices (SPI) for adjusting spatial price differentials. We

used Gong and Meng (2008) SPI as regional deflators. They derived SPI for differ-

ent provinces for urban China during the period 1986-2001 using the Engel’s curve

approach (Hamilton, 2001), which overcome some problems suffered by the most com-

monly used basket cost method.7

3.2 Model Estimation.

3.2.1 Parameters of mixture distributions and polarization cohesion.

Model (3) was estimated using size adjusted household incomes as the observable out-

come assuming Gaussian component densities.8 Given our data structure, estimates

were carried out pooling observations from all years but allowing component param-

eters of the mixture to vary over time.9 The procedure is robust enough to prevent

the emergence of bizarre components, like very flat components with large dispersion

and very small marginal probabilities or components with similar means but different

shapes due to their disparate variances. However, it is also flexible enough to allow for

temporal dynamics since it is possible to estimate mixture parameters θjt = (µjt, σjt)

stratified by year.

Given sample size of between 4 and 5 thousand observations per year, the num-

ber of components has been assessed by using the Bayesian’s Information Criteria

7It should be emphasized that the authors find, as expected, that high income provinces such as
Guandong are ranked as high price provinces, while low income provinces as Shaanxi have low prices.
They also find similar SPI variation over time across different methods, especially between Engel’s
curve approach and the basket cost method employed by Brandt and Holz (2006).

8The assumption of normality may be too restrictive, since in principle any functional form can be
taken into account. The choice of normality stems from a threefold motivation. Firstly, mixture of
normal distributions form a much more general class. In fact, any absolutely continuous distribution
can be approximated by a finite mixture of normals with arbitrary precision (Marron and Wand,
1992). Secondly, a mixture model of normals seems to capture better than other functional forms
the idea of a polarized economy where relatively homogeneous groups of households are clustered
around their expected incomes. Thirdly, assumption of normality, following Gibrat’s law, results from
additive shocks to the expected income of each strata.

9All the computing was carried out in R (2012). To avoid numerical underflow, we used a log-scale
summation device (Farcomeni, 2012). Functions are available on request.
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Table 1: The choice of the number of components according to the Bayesian Information
Criterion (BIC).

k log-lik # parameters BIC

2 -350313 73 701402
3 -340529 126 682398
4 -339571 179 681046
5 -339292 232 681052

(BIC), which is known to work well with large sample size. BIC adds a term in the

log likelihood so to penalizes the extra complexity of the model and in this context

is particularly helpful in finding a parsimonious parametrization. Although regular-

ity conditions do not hold for mixture models, Keribin (2000) showed that BIC is

consistent for choosing the number of components in a mixture. According to BIC,

a four-component mixture seems to be the ‘best’ parsimonious model (see Table 1).

Adding a fifth component to the mixture does not improve the fit of the model enough

to warrant the additional complexity. Our choice of four-component mixture is corrob-

orated by the fact that each component is characterized by distinct means, relatively

modest dispersion and not negligible size and adding components can play a role in im-

proving the fit of the whole distribution but may be unacceptable in terms of economic

interpretability (Longford, 2008). As a matter of fact, the four-component solution

facilitates the economic determination of each component. They can be interpreted as

“poor”, “lower-middle”, “upper-middle” and “rich” income groups.

Table 2 provides a summary of the model fits stratified by years: the estimated

mean (µjt) and standard deviation (σjt) of each normal component along with its

corresponding mixing proportion (wjt). Figures 1 visually compare the fitted four

component mixtures for some years of the analysis with the corresponding estimated

kernel density.10

Table 2 reveals real annual income growth rates of 3.53% for the poor, 5.21% and

6.13% for the lower and upper middle class respectively, and 7.25% for the rich over the

10For the purpose of comparison, the variance of each component population was inflated by a factor
of 1 + h2/σ2

i to match that of the kernel density, where the kernel is Gaussian and h its estimated
bandwidth.
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Table 2: Estimated parameters of the mixture components for each year.

Poor Lower-middle Upper-middle Rich
Year µ σ w µ σ w µ σ w µ σ w

1992 852 220 10.3% 1345 289 35.1% 1971 405 41.0% 3214 568 13.6%
1993 856 228 10.7% 1441 326 34.0% 2302 513 41.0% 3796 766 14.3%
1994 877 248 11.0% 1525 371 33.0% 2478 589 41.5% 4106 838 14.5%
1995 955 240 11.4% 1622 363 31.9% 2533 581 41.7% 4019 799 15.0%
1996 1080 283 11.8% 1784 434 32.1% 2575 658 41.3% 4172 899 14.8%
1997 1038 283 11.6% 1741 407 32.9% 2649 625 41.5% 4207 858 14.0%
1998 1058 286 10.9% 1791 455 32.1% 2804 699 41.7% 4630 1043 15.2%
1999 1154 375 10.0% 1941 478 31.6% 3078 755 42.0% 5152 1094 16.3%
2000 1128 380 10.4% 1994 531 31.8% 3197 843 40.4% 5520 1349 17.5%
2001 1164 374 9.8% 2124 588 32.6% 3368 942 39.3% 5924 1659 18.3%

Note: µ and σ are in 1994 constant yuan, w the mean of individuals prior membership probabilities.

period. The marginal probability of being in the poor group slightly increases at the

beginning of the period (moving from 10.3% in 1992 to 11.8% in 1996) and decreases

since 1996 reaching a level of 9.8% in 2001. The lower-middle income group becomes

stable stable in size after the first two years and similarly the upper-middle group.

The rich group mixing proportions tend to increase especially in the last three years

reaching the level of 18.3% in 2001. The within group inequalities grow for all groups

(which is consistent with Gibrat’s law).

The size of poor group determined by the mixture model can be compared with the

traditional (absolute and relative) identification of the poor by employing a poverty

cut-off. Following Ravaillon and Chen (2007) we used an absolute poverty line of 1200

Yuan for urban areas at 2002 prices, that we converted at 1994 prices for congruity

with our income data. We also fixed a relative poverty line at 60% of the median

income for each year. The corresponding head count ratios are reported in Table 3.

The size of the poor group estimated by the mixture model lies between the ab-

solute poverty measure and the relative one. While the absolute poverty drastically

decreases over time, the percentage of households below the relative poverty line ex-

hibits a fluctuating pattern until 1997 and it increases afterwards, in contrast with the

estimated size of the poor group according to the model.

As previously described, in the mixture approach the membership of each class is

not determined with certainty, but each household has attached an estimated proba-
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Table 3: Absolute and relative measure of poverty (head count index in percentage) compared
with the size of the poor component in the mixture model

Year Absolute Relative Size Poor
Poverty Poverty Group

1992 9.3 12.2 10.3
1993 9.2 16.1 10.7
1994 8.5 17.4 11.0
1995 6.2 16.0 11.4
1996 4.6 14.6 11.8
1997 5.0 15.5 11.6
1998 5.0 16.4 10.9
1999 3.4 16.6 10.0
2000 4.2 17.8 10.4
2001 3.5 18.3 9.8

Figure 1: Kernel density estimation and the (inflated) four-components mixture model fit,
1992, 1995, 1998 and 2001.
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bility of belonging to each component of the mixture (see eq. 8). As the components

overlap, there is considerable uncertainty about the household’s allocation, while if

the components are well separated, the conditional probabilities τij tend to define a

partition/segmentation of the population.

Perusal of figure 1 will indicate very little overlap between rich and poor and rich

and lower middle classes so recourse is made to the trapezoidal measures (Anderson,

Linton and Leo, 2012) reported in Table 4. As can be seen, given the asymptotic

normality and standard deviations of the estimates and by taking differences in the

trapezoidal measures, there is very strong evidence of polarization between all of the

classes over the period with some minor retrenchments over the 1995, 1996 years.

Table 4: Mixture trapezoid measures. Standard errors in parenthesis.

year R-UM R-LM R-P UM-LM UM-P LM-P

1992
22.724 37.573 51.534 13.550 11.517 12.415
(0.048) (0.054) (0.077) (0.035) (0.058) (0.053)

1993
23.925 42.990 60.027 17.095 12.880 14.191
(0.048) (0.057) (0.083) (0.037) (0.061) (0.054)

1994
24.599 44.514 63.150 17.702 13.534 14.919
(0.047) (0.056) (0.082) (0.037) (0.061) (0.054)

1995
22.784 42.011 61.073 17.077 14.108 15.571
(0.045) (0.055) (0.080) (0.037) (0.061) (0.054)

1996
23.043 38.752 57.233 13.725 13.822 15.088
(0.046) (0.054) (0.078) (0.037) (0.059) (0.053)

1997
23.041 41.175 59.156 16.223 13.945 15.287
(0.047) (0.055) (0.078) (0.036) (0.058) (0.052)

1998
25.055 44.083 64.194 17.116 14.176 15.500
(0.046) (0.055) (0.084) (0.037) (0.062) (0.055)

1999
27.564 48.661 65.293 18.628 13.820 15.287
(0.045) (0.054) (0.078) (0.037) (0.060) (0.054)

2000
28.575 49.672 68.794 18.678 14.811 16.358
(0.045) (0.055) (0.082) (0.037) (0.061) (0.054)

2001
29.129 49.869 72.408 18.318 16.141 17.799
(0.046) (0.056) (0.090) (0.037) (0.066) (0.057)

3.2.2 Determinant effects

With poor as the baseline category, Table 5 contains EM estimates from model (3)

of effect parameters βj, along with their standard errors and relative p-values. The

sample refers to period 1992–2001 and explanatory variables include: demographics

(age and age squared, household size), employment status of household head (recoded

as: State-owned enterprizes (SOE) employee (reference group), employee of collective

enterprizes, other employee and self-employed, employed after retirement, retired, oth-

ers not working), education of the household head (coded 1-7, from 1 (no schooling)

16



to 7 (university graduates)11), family status (recoded as single parent or not). We also

added province of residence (Shaanxi as reference), a time trend, and the urbanization

index of the province of each year.12

In order to investigate possible different effects due to the one-child policy (OCP),

we separate out the sub-population that most likely was not involved in this limitation

(i.e. people who were at least 39 year old in 1978 when the policy was introduced).

The pre one-child policy sub-population represents around 17% of our sample.

Consider a baseline Chinese household (a medium size with household head being

a single parent, born before the One Child Policy, residing in a medium-sized city in

Shaanxi province, of average age, average education and state employees), the predic-

tion equation for the log odds of this household of being in the middle income group

instead of poor group is:

log(
π̂lower−middle

π̂poor
) = 6.310− 0.006× t+ 0.069× age+ 0.480× Education

−4.84× Urbanization Index− 1.270× Household size

There are strong provincial factors both in levels and trends. Holding other effects

constant, the odds for households who live in Jilin of being in the rich group rather

than in the poor are 0.60 times (40% lower than) the odds for a family who lives in

Shaanxi. The odds for families living in the other provinces of belonging to the rich

group are higher than the odds for residents in Shaanxi. The provincial trends are

for increasing odds for families being in the rich group (versus poor group) except for

Shandong and particularly evident for Guangdong (see also Figure 2).

With respect to provincial urbanization rates, holding other effects constant, the

odds of Chinese families of belonging to the other groups rather than to the poor are

statistically significant and important in size and even more so when compounded for

pre-OCP families. The strong negative urbanization effect for lower middle, upper

middle and rich classes reflects the fact that a concomitant of a families transit from

rural to urban China was entry into the poor class initially swelling its numbers relative

to the other classes.
11We decided to treat the categorical variable of education as a continuous variable in our final

model since the estimated effects of education are almost perfectly linear.
12See Appendix A.1 for details on its construction.
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Figure 2: Estimated provincial trends of odds of belonging to “rich” component vs. poor
component.
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From Table 5 we can estimate the probability of an agent with profile z to belong

to group j as

πj =
exp

(
β
′
jz
)

1 +
∑4

h=1 exp (βjz)

with j = 1, 2, 3, 4 corresponding to poor, lower middle, upper middle, rich, respec-

tively.

Figure 3 plots the estimated probabilities for a baseline Chinese household of be-

longing to the poor, the lower middle, the upper middle and the rich group as a function

of household size and age of household head. In single-component families the prob-

ability of being poor is around 50% for young people but decreases as age increases,

and the probability of belonging to the rich group is an increasing function of maturity

and reaches the level of around 90% when the household head is around 55 years old.

In two-component families the probability of being poor is quite high for young people

and starts to decrease only after the age of approximately 35 years. A different pat-

tern is for three-component households: the probability of being in the rich group is

essentially zero regardless the age of the household head while the probability of being
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Figure 3: Age profiles: estimated probabilities of belonging to the four groups.
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poor is quite high for almost the entire life. The chance to escape from poor state is

given by the possibility to move to the lower and/or upper middle group but this is

possible only after the age of 60. As evident form the right bottom panel of Figure 3,

when the size of the family is five13 the age profiles are much flatter indicating that

the probability of being poor or rich is not correlated with household vintage. These

results confirm that the odds of a family being rich are always lower than the odds of

being poor as household size increases. For example, each additional member in the

household reduces the odds of being in the lower middle group by 0.209, i.e. decreases

them by around 80%.

Holding constant the other predictors, the odds of being in the rich group rather

than in the poor for a reference family whose head was born in the pre-OCP period

are approximately 26% lower than a similar family whose head was born in post-OCP

period. Single parent family status results in a significantly increased risk of poverty

group membership for pre-OCP status families but the risk is lower for post-OCP

families.

13Results are almost identical for families with size equal or greater than four.

20



Holding other effects constant, a one-level increase in education multiplies the odds

of being in the lower-middle group rather than in the poor by 1.73, i.e. increases them

by 73%. A one-level increase in education instead multiplies the odds of being wealthy

(upper-middle group) by approximately 180%. Group membership probabilities as a

function of education are plotted in Figure 5. Poor group membership probabilities

strongly diminish with high levels of education with the effects diluted for post as

opposed to pre OCP families in the poor group. On the other hand, high levels of

education increase the probability to belong to the middle or rich group but do not

affect significantly the probability of being in the lower middle group. These effects in

the upper-middle group are more pronounced for the post OCP families, while effects

are more evident in the rich group for the pre OCP families.

For post-OCP families, if the household head works in collective enterprises the

odds of belonging to the lower middle group rather then to the poor are lower than (of

approximately 56%) the odds for households whose head is employed in state owned

enterprises. The odds of belonging to the rich group rather than to the poor group

are 90% lower than the odds of SOE employees. Similarly, the odds for households

whose head is self-employed or employed in other type of enterprises of belonging to

the lower middle group rather than to the poor group are about 40% lower than the

odds of households whose head is employed in a state enterprise. The odds of belonging

to the rich group rather than to the poor group are 53% lower than the odds of SOE

employees. Being unemployed, houseworker or student largely reduces the odds of

being in higher level income groups than in the poor group.

These effects present important differences for pre-OCP families, at least in some

cases. Largely speaking opposite effects are observed in the lower-middle group for

household head employed in collective enterprises. For pre-OCP families the odds of

belonging to the lower-middle income group rather than to the poor group are 140%

higher than the odds for families whose head is SOE employed. If we look at pre-OCP

families whose head is retired, the odds of being rich rather than poor are 50% lower

than someone who is SOE employed, but the odds extremely increase when household

heads are employed after retirement. The estimated odds (relative to SOE employees)

are shown in Figure 4. Poor group is the reference category.
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Figure 4: Estimated log odds ratios with relative ±2 standard erros for occupation categories:
post-OCP families (full dots) and pre-OCP families (stars). Poor group is the reference
category.
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Figure 5: Education profiles - estimated probabilities of belonging to the four groups for Pre
and Post OCP families.
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4 Concluding remarks.

There has been a long standing tradition in economics of classifying agents into groups

in order to study their collective wellbeing, the poor, middle and rich classes being

cases in point. Usually this involves the defining an artificial boundary or frontier to

establish class membership. Here a new technique have been proposed for partially

determining class status without resort to artificial boundary assumptions. In essence

the classes are determined by similarities in the behavior of agents (households) with

respect to economic and social variables. In the present context classes are defined

by commonality in size distribution of household vector of outcomes which is modeled

as a finite mixture of sub-distributions where each sub-distribution corresponds to the

size distribution for a particular class. Class membership determination is partial in

the sense that only the probability of the class status of a particular household can be

determined. However this facilitates study of trends in the size and summary statistics

of the respective classes together with the factors that influence the probability of
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class status and hence class membership of individual households. As a substantive

illustration, restricted to a univariate outcome, this technique has been applied in a

study on disposable size-adjusted income of urban households in six Chinese provinces

(three coastal and three interior) over the last decade of the 20th Century from 1992

to 2001. This was a period during which urban China was experiencing rapid growth,

both economically and in terms of a population flight from the land. Over the sample

period four classes were determined which, for want of better terminology, were named

Poor, Lower Middle, Upper Middle and Rich classes.

All classes enjoyed income growth throughout the period with lower classes sys-

tematically growing more slowly than upper classes. As a consequence the respective

classes were all clearly polarizing over the period with respect to each other. Class

membership was significantly influenced by all the factors considered in a predictable

fashion.In particular the rapid rate of urbanization, the one child policy and economic

growth enjoyed by the family had profound effects upon class membership probabilities.
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Appendix A.1: The urbanization index

The urbanization index is calculated as the proportion of the population living in

urban areas normalized at 1990. Therefore, a value greater than 1 shows that the rate

of urbanization in that province is greater than the average rate of urbanization across

the six provinces in 1990. Urban populations for the six provinces were available for

the years 1990, 1994 and 1999. To interpolate and extrapolate indices of urbanization

over the observation period quadratics in time were fitted for each province over those

years. The resulting indices for the six provinces are presented in Table A.1.

Table A.1: Urbanization index in the six provinces – base year 1990

Year Shaanxi Jilin Shangdong Hubei Guangdong Sichuan

1990 0.3966 0.7324 1.7918 1.2884 0.7801 1.0104
1991 0.4451 0.7557 1.9739 1.3550 1.1917 1.2473
1992 0.4872 0.7769 2.1311 1.4198 1.5460 1.4553
1993 0.5228 0.7961 2.2635 1.4830 1.8430 1.6345
1994 0.5520 0.8132 2.3711 1.5446 2.0826 1.7848
1995 0.5747 0.8282 2.4539 1.6045 2.2650 1.9063
1996 0.5909 0.8412 2.5118 1.6628 2.3901 1.9989
1997 0.6007 0.8521 2.5448 1.7194 2.4579 2.0626
1998 0.6040 0.8609 2.5531 1.7743 2.4684 2.0975
1999 0.6008 0.8676 2.5364 1.8276 2.4216 2.1035
2000 0.5911 0.8723 2.4950 1.8793 2.3175 2.0806
2001 0.5750 0.8749 2.4287 1.9293 2.1561 2.0289

Appendix A.2: Expected information matrix through Oakes
identity

Let for ease of notation

˜̀
c = EΨ(ν) {`c (Ψ|X, C)} .

Oakes (1999) obtains the expected information matrix J(Ψ) as

J(Ψ) = − ∂ ˜̀
c

∂2Ψ
− ∂ ˜̀

c

∂Ψ∂Ψ(ν)
,

evaluated at the MLE.

After some algebra, it can be seen that the first summand is a block diagonal matrix,

with zeros for derivatives regarding elements of different components of the mixture,
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and where the vj-th element is given by

ziv
wijzij

∑
h6=j e

ziβh∑
h e

ziβh

when v and j identify two elements of the β vector belonging to the same component

of the mixture.

Let now for ease of notation

φij = f (xi;µj,Σj) .

The second summand is also given by a block-diagonal matrix, with

ziv
wijzijφij

∑
h6=j φihe

ziβh∑
h φihe

ziβh

whenever v and j identify two elements of the β vector belonging to the same compo-

nent of the mixture.
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