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#### Abstract

This paper studies the semiparametric binary response model with interval data investigated by Manski and Tamer (2002, MT). In this partially identified model, we propose a new estimator based on MT's modified maximum score (MMS) method by introducing density weights to the objective function, which allows us to develop asymptotic properties of the proposed set estimator for inference. We show that the density-weighted MMS estimator converges to the identified set at a nearly cube-root-n rate. Further, we propose an asymptotically valid inference procedure for the identified region based on subsampling. Monte Carlo experiments also provide supports to our inference procedure.
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## 1. Introduction

Interval data is a common feature in empirical research. For example, as an explanatory variable, family income might be measured by a bracket with only upper and lower bounds reported to researchers. Models with interval data have been systematically investigated in a seminal paper by Manski and Tamer (2002, MT). For a semiparametric binary response model with interval data, MT propose a modified maximum score (MMS) set estimator and

[^0]show its consistency. The convergence rate and other asymptotic properties of the MMS estimator, which are necessary for inference, however are not established. In this paper, we extend MT's method and propose a density-weighted MMS (set-valued) estimator, which allows us to establish the asymptotic properties. Further, we propose an asymptotically valid inference procedure for the identification set. Monte Carlo experiments are used to illustrate the finite sample performance of the proposed estimator and inference procedure.

When one explanatory variable $v$ is not observed but other variables $x$ have been measured precisely, the conditional distribution $\mathbb{P}(y \mid x, v)$ is unknown in the population. MT suggest to characterize the identification region of model parameters based on $\mathbb{P}\left(y \mid x, v_{0}, v_{1}\right)$, where $v_{0}$ and $v_{1}$ are observed lower/upper bounds of $v$ in the interval data. Instead of modifying the original econometric model and objects of interests, e.g. replacing $\mathbb{P}(y \mid x, v)$ by $\mathbb{P}(y \mid x, d)$ where $d$ is a discrete random variable indicating which bracket $v$ belongs to, MT's approach treats the observability of data as a separate issue of modeling and data generating process. Although the observed bounds are less informative than $v$, they still provide (partial) identification power for the object of interest. MT characterize the sharp identification region for the model parameters and show that their set estimators are consistent. ${ }^{1}$ Following that direction, this paper focuses on the interval data issue in a semiparametric binary response model and provides an effective inference procedure for the partially identified parameters.

The issue of interval data also arises in estimating game theoretic models, where some equilibrium variables (e.g., equilibrium beliefs) are not observed but we could possibly derive their estimable upper/lower bounds from equilibrium conditions and model restrictions. For example, in a 2-by-2 game of incomplete information with correlated types, Wan and Xu (2012) show that each player's equilibrium strategy can be represented as a binary response model, in which one of the explanatory variables, the equilibrium belief on the rival's choice, is unknown to researchers and bounded by some nonparametrically estimable functions.

[^1]In this paper, we extend MT's MMS method by introducing density weights to the objective function for their MMS estimation. The weighting does not change the identification region of parameters of interest, but allows us to obtain a sample objective function in a $\mathscr{U}$-process form. We further extend Kim and Pollard (1990)'s results on the asymptotic properties for maximum score point estimator to our setting and establish a set of conditions under which our density-weighted MMS estimator is nearly cube-root-n consistent.

Moreover, we follow Chernozhukov, Hong, and Tamer (2007) and construct confidence regions for the partially identified set as level sets of the sample objective function. Abrevaya and Huang (2005) show that the bootstrap for the asymptotic distribution of maximum score estimator is inconsistent. Their intuition carries through to our density-weighted MMS estimator in the partial identification scenario. Therefore, we propose to estimate the critical values by subsampling. Applying the results in Nolan and Pollard (1987, 1988), we show that the inferential statistic converges in distribution to a non-degenerate random variable, which ensures the validity of the subsampling procedure. In Section 4, we conduct Monte Carlo simulations under several choices of subsample sizes. The finite sample performance provide support to our inference procedure.

The key in our sample objective function is that it effectively controls the errors induced by the first stage nonparametric estimation in indicator functions. As in MT, our sample objective function also contains the term $1\left\{\mathbb{E}\left(y \mid x, v_{0}, v_{1}\right) \geq 1-\alpha\right\}$ for some $\alpha \in(0,1)$, which demands a nonparametric plug-in estimator of the conditional expectation inside the indicator function. By choosing bandwidths and kernels properly, we show that first stage estimation errors are asymptotically negligible and will not distort the asymptotic behavior of the second stage estimator.

Our method is also related to the literature of using $\mathscr{U}$-process theory to derive asymptotic properties of estimators, e.g. Sherman (1994b) establishes the asymptotic properties of the $\mathscr{U}$-processes in the analysis of a generalized semiparametric regression model, which includes Ichimura (1993) and Klein and Spady (1993) as leading examples. The binary response model that we consider in this paper is different from Sherman (1994b) in two
aspects. First, the parameters of interest are not point identified. Second, as a trade-off of the robustness from the conditional median assumption, our density-weighted MMS estimator has an "irregular" convergence rate which is slower than root-n. We do, however, discuss the extension of the density-weighting idea to a regular case - the parametric regression model with interval data. We propose a density-weighted modified minimum distance (MMD) method in a similar way to consistently estimate the identified set at a nearly parametric rate.

A line of literature on cube-root-n asymptotics has been developed for a variety of "irregular" estimators. For the semiparametric binary response models, traditional maximum score type estimators have been reviewed, e.g. in Kim and Pollard (1990) and Horowitz (1998). The unusual cube-root-n convergence comes from the fact that maximum score sample criterion function is essentially a step function of parameters, which is "irregular" in the sense that it does not allow for a quadratic expansion. ${ }^{2}$ Similar intuition carries through to the asymptotic analysis in our setting where the parameters of interest are partially identified: we show that the irregular set estimator converges to the identification region at a rate slightly slower than cube-root-n. ${ }^{3}$ Blevins (2012) also studies the asymptotic problems of irregular set estimators, which is related to the present paper, but has a different focus.

The rest of the paper is organized as follows. Section 2 reviews the semiparametric response model with interval data and the MMS estimator proposed by MT. In Section 3, we introduce the density-weighed MMS estimator and provide the conditions for valid inference. Section 4 reports Monte Carlo experiments results. We also extend the density weighting to parametric regression models with interval data in Section 5.

[^2]
## 2. Semiparametric Binary Response Model with Interval Data

Consider the following semiparametric binary response model studied in MT,

$$
y=1\left[x^{\prime} \beta+\delta v+\epsilon>0\right]
$$

where $x \in \mathbb{R}^{d}, v \in \mathbb{R}$ and $\epsilon \in \mathbb{R} .\left(y, x^{\prime}, v_{0}, v_{1}\right)$ are observed to researchers with $v_{0} \leq v \leq$ $v_{1} . \beta \in B \subset \mathbb{R}^{d}$ and $\delta \in \mathbb{R}$ are parameters of interest. The following assumption is made in MT, and throughout the present paper as well.

Assumption 2.1. Let Semiparametric Binary Regression (SBR) assumptions hold.
SBR-1 For a specified $\alpha \in(0,1), q_{\alpha}(\epsilon \mid x, v)=0 . \mathbb{P}(\epsilon \leq 0 \mid x, v)=\alpha$.
$\operatorname{SBR}-2 \mathbb{P}\left(\epsilon \mid x, v, v_{0}, v_{1}\right)=\mathbb{P}(\epsilon \mid x, v)$.
SBR-3 $\delta>0$.

Assumption SBR-1 is the $\alpha$-quantile-independence condition suggested by Manski (1975, 1985); SBR-2 asserts that observation of $\left[v_{0}, v_{1}\right]$ would not provide additional information for the distribution of $\epsilon$ if we know $v$ and $x$. SRB-2 holds if the bracket for each $v$ is generated at random, i.e., given $x$ and $v$, which bracket (with $v_{0} \leq v \leq v_{1}$ ) to be reported has to be independent with $\epsilon$. In practice, if the set of brackets are predetermined for reporting $v$ and forms a partition on the real line, then the conditional distribution of $v_{0}$ and $v_{1}$ given $v$ is degenerate and SBR-2 holds trivially. Assumption SBR-3 is strong but could be substituted with weaker model restrictions that identify the sign of $\delta$. In addition, positive $\delta$ constitutes a normalization.

As pointed out by MT, the threshold-crossing condition is invariant to the scale of the parameters. Hence, we set $\delta=1$ throughout as a scale normalization. Further, MT characterize the sharp identification region of $\beta$ by

$$
\begin{equation*}
B^{*}=\left\{b \in \mathbb{R}^{k}: \mathbb{P}[T(b)]=0\right\} \tag{1}
\end{equation*}
$$

where $T(b)=\left\{\left(x, v_{0}, v_{1}\right): x b+v_{1} \leq 0<x \beta+v_{0} \cup x \beta+v_{1} \leq 0<x b+v_{0}\right\}$.

MT propose a consistent set estimator for $B^{*}$ : the modified maximum score (MMS) estimator. Let $z=\left(x^{\prime}, v_{0}, v_{1}\right)^{\prime}$ and $P(z)=\mathbb{P}(y=1 \mid z)$. Let further $\lambda(z)=1[P(z)>1-\alpha]$ and $\operatorname{sgn}(\cdot)$ be the conventional sign function. ${ }^{4}$

Assumption 2.2. $\mathbb{P}[P(z)=1-\alpha]=0$.
Assumption 2.2 requires that there is no mass point at the $1-\alpha$ quantile of the distribution of $P(z)$. This assumption excludes the identification power from those values of $z$ 's with zero scores, such that for identification of $\beta$, the maximum score type criterion function can exploit all the information provided by variations in $z$. The same assumption has also been made in MT.

Under Assumption 2.1, MT show that every $b \in B^{*}$ maximizes the following population criterion function,

$$
\begin{align*}
S(b, \lambda)=\int[P(z)- & (1-\alpha)] \\
& \times\left\{\lambda(z) \cdot \operatorname{sgn}\left(x b+v_{1}\right)+[1-\lambda(z)] \cdot \operatorname{sgn}\left(x b+v_{0}\right)\right\} d F(z) \tag{2}
\end{align*}
$$

If, in addition, Assumption 2.2 holds, then none of $b \notin B^{*}$ maximizes the above criterion function.

To estimate $B^{*}$, MT propose a modified maximum score (MMS) set estimator

$$
B_{n}=\left[b \in B: S_{n}(b, \widehat{\lambda}) \geq \max _{c \in B} S_{n}(c, \widehat{\lambda})-\epsilon_{n}\right]
$$

where $\epsilon_{n} \downarrow 0$ a.s. at a specific rate and the sample criterion function is given by

$$
\begin{align*}
S_{n}(b, \widehat{\lambda}) \equiv \frac{1}{n} \sum_{i=1}^{n}\left[y_{i}\right. & -(1-\alpha)] \\
& \times\left\{\widehat{\lambda}\left(z_{i}\right) \cdot \operatorname{sgn}\left(x_{i} b+v_{1 i}\right)+\left[1-\widehat{\lambda}\left(z_{i}\right)\right] \cdot \operatorname{sgn}\left(x_{i} b+v_{0 i}\right)\right\} \tag{3}
\end{align*}
$$

in which $\widehat{\lambda}\left(z_{i}\right)=1\left[P_{n}\left(z_{i}\right)>1-\alpha\right]$ and $P_{n}$ is a nonparamteric estimator of $P$. In particular, if $v_{0}=v=v_{1}$, then the MMS estimator becomes the classical maximum score estimator.

[^3]Assumption 2.3. $B$ is compact. For any $b \in B, x b+v$ has a bounded probability density function with respect to the Lebesgue measure.

## Assumption 2.4. $\left(y_{i}, z_{i}\right)_{i=1}^{n}$ is an i.i.d. random sample.

Assumption 2.5. $P_{n}(z) \xrightarrow{\text { a.s. }} P(z)$, for a.e. $z$.

Under Assumptions 2.1 to 2.5 , MT show that their MMS set estimator is consistent. Later, we will substitute Assumption 2.5 with primitive conditions on kernel functions and bandwidths, under which we will show that our density-weighted MMS estimator is nearly cube-root-n consistent.

## 3. Density-Weighted Maximum Score Method

We now introduce a density-weighted objective function, which is also maximized at the identification region $B^{*}$. We then define a set estimator $B_{n}^{f}$ in a $\mathscr{U}$-process form as a level set of the sample criterion function. Further, we show that our estimator converges to $B^{*}$ at a rate slightly slower than $n^{1 / 3}$ and propose an inference procedure for both $\beta$ and $B^{*}$.

For notational simplicity and without essential loss of generality, we assume that $z$ is continuously distributed and $f(\cdot)$ is the probability density function. Thus, we define the "density-weighted" population objective function as

$$
\begin{align*}
L(b, \lambda)=\int[P(z) & -(1-\alpha)] f(z) \\
& \times\left\{\lambda(z) \cdot \operatorname{sgn}\left(x b+v_{1}\right)+[1-\lambda(z)] \cdot \operatorname{sgn}\left(x b+v_{0}\right)\right\} d F(z) \tag{4}
\end{align*}
$$

The objective function $L(b, \lambda)$ is weighted by density $f$ as opposed to $S(b, \lambda)$, where the weights are always positive constants. As stated in Lemma 3.1, the set-maximizer of $L(\cdot, \lambda)$ is still $B^{*}$.

Lemma 3.1. Suppose that Assumptions 2.1 and 2.2 holds. Let $B^{*}$ be the set defined by equation (1). Then $b \in B^{*}$ if and only if $b$ maximizes $L(b, \lambda)$.

The proof is similar to that of MT's Lemma 1, and therefore omitted here. While any weighting function $w$, strictly positive on the support of $z$, provides the same identification region as $B^{*}$, here we choose $w=f$. The "density-weighted" idea can also be found in Powell, Stock, and Stoker (1989) and it permits applying the $\mathscr{U}$-process theory for asymptotic analysis.

Let $P_{n}$ and $f_{n}$ be kernel-based nonparametric estimators, defined by

$$
\begin{equation*}
P_{n}\left(z_{i}\right)=\sum_{j \neq i}^{n} y_{j} K\left(\frac{z_{j}-z_{i}}{h}\right) / \sum_{j \neq i}^{n} K\left(\frac{z_{j}-z_{i}}{h}\right), f_{n}\left(z_{i}\right)=\frac{1}{(n-1) h^{p}} \sum_{j \neq i}^{n} K\left(\frac{z_{j}-z_{i}}{h}\right), \tag{5}
\end{equation*}
$$

in which $K(\cdot)$ and $h \in \mathbb{R}^{+}$are kernel function and bandwidth, respectively, and $p=d+2$ is the dimension of $z$. Because $1\{P(z)>1-\alpha\}=1\{[P(z)-(1-\alpha)] f(z)>0\}$ almost surely, we propose to estimate $\lambda(z)$ by

$$
\lambda_{n}(z)=1\left\{\left[P_{n}(z)-(1-\alpha)\right] f_{n}(z)>0\right\} .
$$

Let $\vartheta(z, b, \lambda)=\lambda(z) \cdot \operatorname{sgn}\left(x b+v_{1}\right)+[1-\lambda(z)] \cdot \operatorname{sgn}\left(x b+v_{0}\right)$. Now we define the sample analog of $L(\cdot, \lambda)$ by

$$
L_{n}\left(b, \lambda_{n}\right)=\frac{1}{n} \sum_{i=1}^{n}\left[P_{n}\left(z_{i}\right)-(1-\alpha)\right] \times f_{n}\left(z_{i}\right) \times \vartheta\left(z_{i}, b, \lambda_{n}\right)
$$

which can also be represented as a second order $\mathscr{U}$-process, i.e.

$$
\begin{equation*}
L_{n}\left(b, \lambda_{n}\right)=\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j \neq i}^{n} g_{n}^{*}\left(z_{i}, z_{j} ; b, \lambda_{n}\right) \tag{6}
\end{equation*}
$$

where $g_{n}^{*}\left(z_{i}, z_{j} ; b, \lambda_{n}\right)=\left[y_{j}-(1-\alpha)\right] \times \frac{1}{h^{p}} K\left(\frac{z_{j}-z_{i}}{h}\right) \times \vartheta\left(z_{i}, b, \lambda_{n}\right)$. By the $\mathscr{U}$-process representation of our sample criterion function, $\lambda_{n}$ is essentially a nonparametric plug-in estimator of the first stage. Note that here we choose the same kernel and bandwidth for both $\lambda_{n}$ and $g_{n}^{*}$ in equation (6), which is not necessary in a more general analysis. Similarly
to MT, our second-stage set estimator is defined by

$$
B_{n}^{f}=\left[b \in B: \sup _{c \in B} L_{n}\left(c, \lambda_{n}\right)-L_{n}\left(b, \lambda_{n}\right) \leq \epsilon_{n}\right]
$$

for some deterministic sequence $\epsilon_{n} \downarrow 0$. Before exploring our set estimator in more detail, we make several assumptions for asymptotic analysis.

Assumption 3.1. $P$ and $f$ are twice continuously differentiable at all values of $z$ in the support.

Assumption 3.2. $h$ is a deterministic sequence satisfying $n h^{p} \rightarrow \infty$ and $h \rightarrow 0$ as $n \rightarrow \infty$.
Assumption 3.3. The kernel $K: \mathbb{R}^{p} \rightarrow R$ is a symmetric function satisfying (1) $\int_{\mathbb{R}^{p}} K(u) d u=$ 1; (2) $\int_{\mathbb{R}^{p}} u K(u) d u=0$; (3) $\int_{\mathbb{R}^{p}}\|u\|^{2} K(u) d u<\infty$; (4) $\sup _{u}|K(u)|=\bar{K}<\infty$.

Assumptions 3.1 to 3.3 are standard in the nonparametric estimation literature (see, e.g. Pagan and Ullah, 1999). Further, Assumption 3.1 implies that $f$ is bounded above.

For any generic value of $a \in \mathbb{R}^{d}$ and any subset $A \subseteq B$, let $\rho(a, A)=\inf _{b \in A}\|a-b\|$, where $\|\cdot\|$ is the usual Euclidean norm. Theorem 1 below establishes the consistency of our set estimator, the proof of which is similar to that for Proposition 3 in MT.

Theorem 1. Let Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then $\sup _{b \in B_{n}^{f}} \rho\left(b, B^{*}\right) \xrightarrow{p} 0$; if in addition $\sup _{b \in B}\left[L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right] / \epsilon_{n} \xrightarrow{p} 0$ and $\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| / \epsilon_{n} \xrightarrow{p}$ 0 , then $\sup _{b \in B^{*}} \rho\left(b, B_{n}^{f}\right) \xrightarrow{p} 0$.

Proof. See Appendix A.1.
Note that the condition $\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| / \epsilon_{n} \xrightarrow{p} 0$ in Theorem 1 is also required by MT; the condition $\sup _{b \in B}\left[L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right] / \epsilon_{n} \xrightarrow{p} 0$ is similar to Condition C. 1 (e) in Chernozhukov, Hong, and Tamer (2007). The conditions in Theorem 1 require us to specify a sequence $\epsilon_{n}$ converging to zero at a proper rate. In Sections 3.1 and 3.2, we will derive a uniform convergence rate for $L_{n}(\cdot, \lambda)-L_{n}(\beta, \lambda)$ and $L_{n}\left(\cdot, \lambda_{n}\right)-L_{n}(\cdot, \lambda)$ under additional conditions, which provides a guidance for choosing $\epsilon_{n}$ such that the resulting level set is a consistent estimator for $B^{*}$.
3.1. Convergence rate. In this section we derive the convergence rate for the densityweighted MMS estimator using the standard $\mathscr{U}$-process theory.

Let $g_{n}\left(z_{i}, z_{j} ; b, \lambda\right)=(1 / 2)\left[g_{n}^{*}\left(z_{i}, z_{j} ; b, \lambda\right)+g_{n}^{*}\left(z_{j}, z_{i} ; b, \lambda\right)\right]$ be a symmetric function of $z_{i}$ and $z_{j}$. By definition, $L_{n}(b, \lambda)=\frac{1}{n(n-1)} \sum_{1 \leq i<j \leq n} g_{n}\left(z_{i}, z_{j} ; b, \lambda\right)$. Let further $\tilde{g}_{n}\left(z_{i}, z_{j} ; b, \lambda\right)=g_{n}\left(z_{i}, z_{j} ; b, \lambda\right)-g_{n}\left(z_{i}, z_{j} ; \beta, \lambda\right)$ be the corresponding normalization such that $\tilde{g}_{n}\left(z_{i}, z_{j} ; \beta, \lambda\right)=0$. We define a $\mathscr{U}$-process sample criterion function by

$$
U_{n}(b, \lambda)=\frac{1}{n(n-1)} \sum_{1 \leq i<j \leq n} \tilde{g}_{n}\left(z_{i}, z_{j} ; b, \lambda\right)
$$

By definition, $U_{n}(b, \lambda)=L_{n}(b, \lambda)-L_{n}(\beta, \lambda)$. Equivalently, our set estimator is a level set of the $\mathscr{U}$-process sample criterion function,

$$
B_{n}^{f}=\left[b \in B: \sup _{c \in B} U_{n}\left(c, \lambda_{n}\right)-U_{n}\left(b, \lambda_{n}\right) \leq \epsilon_{n}\right]
$$

Let further $U(b, \lambda)=\mathbb{E} U_{n}(b, \lambda)$. Note that $U(b, \lambda)=\mathbb{E} \tilde{g}_{n}\left(z_{1}, z_{2} ; b, \lambda\right)$, which depends on sample size $n$ implicitly through bandwidth $h$.

To derive the convergence rate for our set estimator, the key step is to establish the uniform convergence rate of of $U_{n}\left(b, \lambda_{n}\right)-U(b, \lambda)$, which can be decomposed as

$$
\begin{equation*}
U_{n}\left(b, \lambda_{n}\right)-U(b, \lambda)=\left[U_{n}(b, \lambda)-U(b, \lambda)\right]+\left[U_{n}\left(b, \lambda_{n}\right)-U_{n}(b, \lambda)\right] . \tag{7}
\end{equation*}
$$

The first term of the right hand side of equation (7) is a demeaned $\mathscr{U}$-process. By extending Kim and Pollard (1990), Proposition 3.1 below provides an upper bound for the norm of this term. The second term on the right hand side of equation (7) is related to the asymptotic orthogonality condition in two-step semiparametric estimation. ${ }^{5}$ In Proposition 3.2, we show that this term is asymptotically negligible (of the order $o_{p}\left(n^{-2 / 3}\right)$ ), which exploits the fact that the plug-in estimator $\lambda_{n}$ does not introduce much error to the sample criterion function unless the term $\left[P\left(z_{i}\right)-(1-\alpha)\right] \times f\left(z_{i}\right)$ is quite close to zero.

[^4]Sherman (1994b) studies the asymptotic properties of a generalized semiparametric regression estimator using a type of $\mathscr{U}$-process structure. The problem that we are looking at is different from that of Sherman's in the sense that our sample objective function is nonsmooth and does not allow for a quadratic Taylor expansion. As a result, the convergence rate of our density-weighted MMS estimator is slower than the $\sqrt{n}$-rate in Sherman (1994b).

Assumption 3.4. The kernel $K$ satisfies all the conditions in Assumption 3.3 and $\int_{\mathbb{R}^{p}} K^{2}(u) d u<$ $\infty$.

Proposition 3.1. Let Assumptions 2.1 to 2.4, 3.1, 3.2 and 3.4 hold. Then for any $\epsilon>0$, there exists a sequence of random variables $\left\{M_{n}\right\}$ of order $O_{p}(1)$, which does not depend on $B^{*}$, such that

$$
\left|U_{n}(b, \lambda)-U(b, \lambda)\right| \leq \epsilon \rho\left(b, B^{*}\right)^{2}+n^{-\frac{2}{3}} M_{n,}^{2} \quad \text { for all } b \in B
$$

Proof. See Appendix A.2.

Note that Proposition 3.1 is not directly applicable to derive the convergence rate as it is stated under unknown function $\lambda$. To ensure the error introduced by the first stage estimation of $\lambda$ is negligible, we strengthen Assumptions 3.1, 3.2 and 3.4 as follows.

Assumption 3.5. The kernel $K$ satisfies all the conditions in Assumption 3.4 and for some $R \geq 1$, (i) $\int_{\mathbb{R}^{p}} u_{1}^{r_{1}}, \ldots, u_{p}^{r_{p}} K(u) d u=0$ if $1 \leq \sum_{k=1}^{p} r_{k} \leq R-1$; (ii) $\int_{\mathbb{R}^{p}} u_{1}^{r_{1}}, \ldots, u_{p}^{r_{p}} K(u) d u=$ 1 if $\sum_{k=1}^{p} r_{k}=R$, where $r_{k} \in \mathbb{N}^{+}$for $k=1, \ldots, p$.

Let $f_{\epsilon \mid(x, v)}$ be the conditional density of $\epsilon$ given $(x, v)$, similarly for $f_{v \mid z}$.
Assumption 3.6. (1) $f$ is everywhere $R$-continuously differentiable with bounded $R$-th partial derivatives. (2) $f_{\epsilon \mid(x, v)}$ is $(R-1)$-continuously differentiable with respect to $v$ and has a bounded $(R-1)$-th partial derivatives in a neighbourhood of $x^{\prime} \beta+v$ for all $(x, v) . f_{v \mid z}$ is everywhere $R$-continuously differentiable with respect to $\left(x, v_{0}, v_{1}\right)$ and has a bounded R-th partial derivative.

Assumption 3.6 imposes smoothness conditions for $f_{\epsilon \mid(x, v)}, f_{v \mid z}$ and the marginal density $f$ of $z$. It ensures $P(\cdot)$ and $f(\cdot)$ are everywhere $R$-continuously differentiable with bounded $R$-th partial derivatives.

Assumption 3.7. $h$ is a deterministic sequence satisfying $n^{\frac{1}{3}+r}\left(n h^{p}\right)^{-\frac{1}{2}} \rightarrow 0$ and $n^{\frac{1}{3}+r} h^{R} \rightarrow$ 0 for some $r>0$.

Assumption 3.7 requires that the high order kernel we use should satisfy $R>p$, a similar condition is also assumed in Powell, Stock, and Stoker (1989). Note that if we choose the optimal rate for bandwidth, i.e., $h \propto n^{-\frac{1}{2 R+p}}$, then Assumption 3.7 is equivalent to $1 / 3<R /(2 R+p)$. It should also be noted that Assumptions 2.4 and 3.5 to 3.7 guarantee that $\left(f_{n}(z), P_{n}(z)\right)$ converge to $(f(z), P(z))$ faster than $\sqrt[3]{n}$ for all $z \in \mathscr{Z}$.

Assumption 3.8. There exists a neighborhood around zero, denoted as $\mathcal{N}_{\delta}$, and a constant $C_{\delta}>0$, such that for any subset $S \subseteq \mathcal{N}_{\delta}$, there is

$$
\mathbb{P}(\xi \in S) \leq C_{\delta} \times \mu(S)
$$

where $\xi=[P(z)-(1-\alpha)] f(z)$ and $\mu$ is the Lebesgue measure.

Assumption 3.8 is a technical condition that ensures that $[P(z)-(1-\alpha)] f(z)$ is smoothly distributed in a small neighborhood of zero. It plays a similar role as Assumption 2.2.

Proposition 3.2. Let Assumptions 2.1 to 2.4 and 3.5 to 3.8 hold. Then,

$$
\sup _{b \in B}\left|U_{n}\left(b, \lambda_{n}\right)-U_{n}(b, \lambda)\right|=o_{p}\left(n^{-2 / 3}\right)
$$

Proof. See Appendix A.3.

Proposition 3.2 is crucial because it allows us to focus on the infeasible sample analog $L_{n}(b, \lambda)$, or the $\mathscr{U}$-process $U_{n}(b, \lambda)$.

Assumption 3.9. Let $\partial B^{*}$ denote the boundary of the identified set $B^{*}$ and $\beta$ is in the interior of $B^{*}$. Then

$$
\sup _{b^{*} \in \partial B^{*}} \lim _{\eta \uparrow 0} \nabla_{\eta \eta}^{2} L\left(\eta \beta+(1-\eta) b^{*}, \lambda\right)<0 .
$$

Assumption 3.9 is a partial identification condition. The primitive conditions can be derived use the method of derivatives as surface integrals (see Loomis and Sternberg, 1968). In particular, it holds when the structural error $\epsilon$ is independent of $z, \epsilon$ has a continuous density and the angular component of $z$ also has a continuous density. In the point identification case, Assumption 3.9 is equivalent to the condition that the population objective function has a negative definite second deravtive matrix at $\beta$.

Assumption 3.10. $n^{2 / 3} \epsilon_{n} \rightarrow \infty$ and $\epsilon_{n} \rightarrow 0$.

Under Assumption 3.10, we can choose $\epsilon_{n} \rightarrow 0$ at a rate slightly slower than $n^{-2 / 3}$. One possible choice is the iterated logrithm: $\epsilon_{n}=n^{-2 / 3} \sqrt{2 \ln \ln n}$. Note that the statement in the second part of Theorem 1 imposes a restriction on the choice of $\epsilon_{n}$, i.e. $\sup _{b \in B_{\delta}^{*}}\left|L_{n}\left(b, \lambda_{n}\right)-L(b, \lambda)\right| / \epsilon_{n} \xrightarrow{p} 0$ for some fixed $\delta>0$. By Propositions 3.1 and 3.2 and Assumption 3.9, it can be verified that $\epsilon_{n}=n^{-2 / 3} \sqrt{2 \ln \ln n}$ satisfies the requirement.

For any two generic sets $A$ and $B$, let $\rho_{H}(A, B)$ be the Hausdorff distance between them, i.e. $\rho_{H}(A, B)=\max \left\{\sup _{a \in A} \inf _{b \in B}\|a-b\|, \sup _{b \in B} \inf _{a \in A}\|a-b\|\right\}$.

Theorem 2. Suppose Assumptions 2.1 to 2.4 and 3.5 to 3.10 are satisfied, then the Hausdorff distance $\rho_{H}\left(B_{n}^{f}, B^{*}\right)=O_{p}\left(\sqrt{\epsilon_{n}}\right)$.

Proof. See Appendix A.4.
3.2. Inference. We now construct confidence regions for $B^{*}$. Our method follows the subsampling procedure proposed by Chernozhukov, Hong, and Tamer (2007), which is also used in Blevins (2012). To give a heuristic argument, let $1-\alpha \in(0,1)$ be the confidence
level and $C_{\alpha}$ be a positive constant to be specified. Define a level set

$$
\widehat{B}_{\alpha}=\left\{b: U_{n}\left(b, \lambda_{n}\right) \geq \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)-n^{-2 / 3} C_{\alpha}\right\} .
$$

and a random variable

$$
\mathcal{C}_{n}=n^{2 / 3} \sup _{b \in B} U_{n}(b, \lambda)-n^{2 / 3} \inf _{b \in B^{*}} U_{n}(b, \lambda) .
$$

Further, in Lemma B. 13 it has been shown that $\mathcal{C}_{n}$ converges in distribution to a random variable $\mathcal{C}$. Suppose that $\mathcal{C}$ is continuous at its $1-\alpha$ quantile $C_{\alpha}$. Then

$$
\begin{align*}
& \mathbb{P}\left(B^{*} \subseteq \widehat{B}_{\alpha}\right)=\mathbb{P}\left(\inf _{b \in B^{*}} U_{n}\left(b, \lambda_{n}\right) \geq \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)-n^{-2 / 3} C_{\alpha}\right) \\
& =\mathbb{P}\left(n^{2 / 3} \sup _{b \in B} U_{n}(b, \lambda)-n^{2 / 3} \inf _{b \in B^{*}} U_{n}(b, \lambda) \leq C_{\alpha}+o_{p}(1)\right) \\
& \quad=\mathbb{P}\left(\mathcal{C}_{n} \leq C_{\alpha}+o_{p}(1)\right)=\mathbb{P}\left(\mathcal{C} \leq C_{\alpha}\right)+o(1)=1-\alpha+o(1) \tag{8}
\end{align*}
$$

where the second inequality is due to Proposition 3.2. This gives a confidence region for $B^{*}$ with asymptotic coverage probability $1-\alpha$. The critical value $C_{\alpha}$ can be estimated by following subsampling procedure.

Assumption 3.11. $m$ is proportional to some polynomial of $n$ such that $m \rightarrow \infty$ and $m / n \rightarrow 0$ as $n \rightarrow \infty$.

Algorithm 1 (Subsampling). Our subsampling procedure consists the following steps.
(1) Obtain a consistent estimate $B_{n}$ using the whole sample.
(2) Choose a subsample of size $m$ such that $m \rightarrow \infty$ and $m / n \rightarrow 0$. Let $T_{n}=\binom{n}{m}$ be the number of subsamples.
(3) For the $j$-th subsample, $j=1, \cdots, T_{n}$, compute $\hat{\ell}_{j, m, n}$ as

$$
\begin{equation*}
\hat{\ell}_{j, m, n}=m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in B_{n}^{f}} U_{m, j}\left(b, \lambda_{m, j}\right), \tag{9}
\end{equation*}
$$

where $U_{m, j}$ is the sample criterion function and $\lambda_{m}, j$ is the nonparametric estimates of the $j$-th subsample, respectively. ${ }^{6}$
(4) Let $\widehat{C}_{\alpha}$ be the $(1-\alpha)$ empirical quantile of $\left\{\hat{\ell}_{j, m, n}\right\}_{j=1, \cdots, T_{n}}$.
(5) Calculate the confidence set of $B^{*}$ at $(1-\alpha) \times 100 \%$ level as

$$
\hat{B}_{\alpha}=\left\{b: U_{n}\left(b, \lambda_{n}\right) \geq \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)-n^{-2 / 3} \widehat{C}_{\alpha}\right\}
$$

Theorem 3. Suppose that Assumptions 2.1 to 2.4 and 3.5 to 3.11 hold. Then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(B^{*} \subseteq \widehat{B}_{\alpha}\right) \geq 1-\alpha
$$

Proof. See Appendix A.5.

The proof to Theorem 3 follows Chernozhukov, Hong, and Tamer (2007, Theorem 3.3). In particular, Lemmas B. 13 and B. 14 play similar roles as their conditions C. 4 and C5, respectively.

## 4. Experiments

This section presents some simulation results on the finite sample performance of the density-weighted MMS estimator and the proposed subsampling inference procedure. We consider the following binary response model,

$$
y=\mathbf{1}\left[\beta_{0}+\beta_{1} v+\beta_{2} x-\epsilon \geq 0\right]
$$

where $\left(\beta_{0}, \beta_{1}, \beta_{2}\right)=(1,1,-1),(\nu, x, \epsilon)$ are mutually independent. $\epsilon \sim N(0,1), x \sim$ $U[0,5]$ and $v \sim U[-2,3]$. We specify the bounds as $v_{0}=\frac{1}{\kappa} \operatorname{int}(\kappa v)$ and $v_{1}=\frac{1}{\kappa}(\operatorname{int}(\kappa v)+$ 1 ), where $\operatorname{int}(v)$ denote the largest integer smaller than $v$ and $\kappa \in[1, \infty)$. The length of the interval is $1 / \kappa$. When $\kappa$ increases, the interval becomes smaller and more informative. ${ }^{7}$

[^5]Figure 1 plots the sample objective functions (fixing $\beta_{0}=1$ ) with sample size $n=$ $2 \times 10^{6}$. With such a large sample size, we can view them as good approximations to the population objective functions. For the purpose of comparison, all functions are rescaled such that the maximum values equal to 1 . The solid and dashed lines are our densityweighted and MT's objective function, respectively. Note that across different values of $\mathcal{K}$, ours and MT's objective functions have the same maximum value region, which has been shown in Lemma 3.1. As $\mathcal{k}$ increase, the maximum value region of the functions become shorter, reflecting the fact that the identification power of the interval becomes stronger.


Figure 1. Objective Functions $\left(\beta_{0}=1, n=2 \times 10^{6}\right)$

Table 1 reports the estimation results for $\beta_{2}$ under different combinations of sample sizes and choices of slackness parameter $\epsilon_{n}$. In particular, we consider $\epsilon_{n}=c Q^{*} n^{-2 / 3} \sqrt{2 \ln \ln n}$, where $c \in\{0.1,0.5,1.0\}, Q^{*}=\sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)$. We include $Q^{*}$ in the expression of
$\epsilon_{n}$ only for the purpose of normalization. We choose $\mathcal{K} \in\{1,10\}$, representing two levels of informativeness of the interval. The set estimators are computed by a grid search with grid length equals to $0.001 .^{8}$ The numbers in the brackets are averages of bounds of the set estimators. The numbers in the parenthesis are the standard deviation of the estimated bounds. All results are based on 2000 replications. ${ }^{9}$

Under appropriate choices of $\epsilon_{n}$, both estimators are consistent. Our set estimates are slightly wider than MMSEs, but the standard deviations of the estimated bounds are smaller. The reason is as follows. We modify MT's objective function by replacing $y$ with $P_{n}(z)$, and add a density weight. Our objective function is hence smoother and slightly flatter around identified set $B^{*}$ than MT's. As a consequence, our set estimator is wider but has much smaller variance. Overall, it seems that neither estimator dominates the other in finite samples.

Next we examine the finite sample performance of the proposed inference procedure. Figure 2 reports the coverage frequencies of the subsampling confidence region for the identified interval of $\beta_{2}$ : $B_{2}^{*}$. We first compute set estimator $B_{n}^{f}$ using slackness parameter $\epsilon_{n}=0.1 Q^{*} n^{-2 / 3} \sqrt{2 \ln \ln n}$. Then we generate 4000 subsamples (without replacement) of size $m$. For the $j$-th subsample, $j=1, \cdots, 4000$, we compute the statistic $\hat{\ell}_{j, m, n}$ based on equation (9). The critical value $\widehat{C}_{\alpha}$ is computed as the $100(1-\alpha) \%$ empirical quantile of $\left\{\hat{\ell}_{j, m, n}\right\}_{j=1}^{4000}$, with $\alpha=0.01,0.05$, and 0.1 respectively. Lastly, the confidence region for $B_{2}^{*}$ is then chosen as

$$
\widehat{B}_{\alpha}=\left\{b: U_{n}\left(b, \lambda_{n}\right) \geq \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)-n^{-2 / 3} \widehat{C}_{\alpha}\right\} .
$$

All coverage frequencies are calculated based on 2000 replications.

[^6]Table 1. Estimation, $\kappa \in\{1,10\}$

| $n$ | $\epsilon_{n}$ | $\begin{gathered} \kappa=1 \\ B_{n}^{f} \\ \hline \end{gathered}$ | $\begin{gathered} \kappa=1 \\ B_{n}^{M T} \\ \hline \end{gathered}$ | $\begin{gathered} \kappa=10 \\ B_{n}^{f} \\ \hline \end{gathered}$ | $\begin{gathered} \kappa=10 \\ B_{n}^{M T} \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 200 | $c=0.1$ | $\begin{gathered} {[-1.198,-0.812]} \\ (0.140,0.089) \end{gathered}$ | $\begin{gathered} {[-1.088,-0.929]} \\ (0.222,0.197) \end{gathered}$ | $\begin{gathered} {[-1.087,-0.946]} \\ (0.117,0.089) \end{gathered}$ | $\begin{gathered} {[-1.047,-0.975]} \\ (0.144,0.129) \end{gathered}$ |
| 1600 |  | $\begin{gathered} {[-1.193,-0.822]} \\ (0.051,0.033) \end{gathered}$ | $\begin{gathered} {[-1.058,-0.982]} \\ (0.188,0.191) \end{gathered}$ | $\begin{gathered} {[-1.052,-0.966]} \\ (0.038,0.031) \end{gathered}$ | $\begin{gathered} {[-1.015,-0.996]} \\ (0.069,0.067) \end{gathered}$ |
| 12800 |  | $\begin{gathered} {[-1.173,-0.835]} \\ (0.020,0.014) \end{gathered}$ | $\begin{gathered} {[-1.053,-0.963]} \\ (0.151,0.166) \end{gathered}$ | $\begin{gathered} {[-1.032,-0.977]} \\ (0.013,0.011) \end{gathered}$ | $\begin{gathered} {[-1.007,-0.992]} \\ (0.037,0.036) \end{gathered}$ |
| 200 | $c=0.5$ | $\begin{gathered} {[-1.401,-0.728]} \\ (0.183,0.073) \end{gathered}$ | $\begin{gathered} {[-1.301,-0.785]} \\ (0.208,0.117) \end{gathered}$ | $\begin{gathered} {[-1.125,-0.855]} \\ (0.168,0.078) \end{gathered}$ | $\begin{gathered} {[-1.165,-0.891]} \\ (0.172,0.106) \end{gathered}$ |
| 1600 |  | $\begin{gathered} {[-1.274,-0.778]} \\ (0.056,0.029) \end{gathered}$ | $\begin{gathered} {[-1.222,-0.814]} \\ (0.119,0.091) \end{gathered}$ | $\begin{gathered} {[-1.118,-0.916]} \\ (0.042,0.028) \end{gathered}$ | $\begin{gathered} {[-1.070,-0.940]} \\ (0.068,0.056) \end{gathered}$ |
| 12800 |  | $\begin{gathered} {[-1.212,-0.810]} \\ (0.013,0.011) \\ \hline \end{gathered}$ | $\begin{gathered} {[-1.184,-0.837]} \\ (0.178,0.027) \\ \hline \end{gathered}$ | $\begin{gathered} {[-1.064-0.949]} \\ (0.013,0.010) \\ \hline \end{gathered}$ | $\begin{gathered} {[-1.040-0.960]} \\ (0.034,0.029) \\ \hline \end{gathered}$ |
| 200 | $c=1.0$ | $\begin{gathered} {[-1.568,-0.067]} \\ (0.254,0.084) \end{gathered}$ | $\begin{gathered} {[-1.456,-0.711]} \\ (0.230,0.083) \end{gathered}$ | $\begin{gathered} {[-1.397,-0.798]} \\ (0.219,0.073) \end{gathered}$ | $\begin{gathered} {[-1.284,-0.834]} \\ (0.196,0.088) \end{gathered}$ |
| 1600 |  | $\begin{gathered} {[-1.335,-0.748]} \\ (0.060,0.027) \end{gathered}$ | $\begin{gathered} {[-1.440,-0.721]} \\ (0.083,0.046) \end{gathered}$ | $\begin{gathered} {[-1.294,-0.768]} \\ (0.047,0.027) \end{gathered}$ | $\begin{gathered} {[-1.121,-0.902]} \\ (0.069,0.046) \end{gathered}$ |
| 12800 |  | $\begin{gathered} {[-1.242,-0.792]} \\ (0.013,0.010) \end{gathered}$ | $\begin{gathered} {[-1.227,-0.801]} \\ (0.017,0.002) \\ \hline \end{gathered}$ | $\begin{gathered} {[-1.088,-0.930]} \\ (0.014,0.010) \\ \hline \end{gathered}$ | $\begin{gathered} {[-1.066-0.940]} \\ (0.031,0.022) \\ \hline \end{gathered}$ |

(1) Slackness parameter $\epsilon_{n}=c n^{-2 / 3} \sqrt{2 \ln \ln n} \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right), c \in\{0.1,0.5,1.0\}$
(2) Results are based on 2000 replications.

To the best of our knowledge, there are no generic rules of choosing subsample size $m$. We report results for different choices as a robustness check. Figure 2 plots the coverage probabilities as a function of subsample sizes. It shows that the inference procedure in general works reasonably well, especially when sample size is large. For a wide range subsample sizes, the coverage frequencies are close the targeted levels. For a given sample size, the coverage frequencies decrease with the subsample size. This is not surprising.


Figure 2. Coverage probabilities under combinations of $(n, m)$.

When $m$ is large, the sequence $\left\{\hat{\ell}_{j, m, n}\right\}_{j}$ in equation (9) tends to take smaller values (giving everything else equal), so does its empirical quantiles and $\widehat{C}_{\alpha}$. As a result, computed confidence sets are smaller. Based on the numerical results in Figure 2, the choice of $m \approx 10 n^{0.45}$ seems to produce the best overall performance for this data generating process.

## 5. EXTENSION: DENSITY WEIGHTED MODIFIED MINIMUM—DISTANCE ESTIMATOR

In this section, we briefly describe an extension of our approach to the problem of inference on parametric regression models with interval data, i.e.

$$
\mathbb{E}(y \mid x, v)=g(x, v ; \theta)
$$

in which $g$ is a known function, $\theta \in \Theta \subset \mathbb{R}^{p}$ is the (finite dimensional) parameter of interest, and $v \in \mathbb{R}$ is the latent regressor with observed bounds ( $v_{0}, v_{1}$ ), i.e. $v_{0} \leq v \leq v_{1}$. Further, MT assume that $\mathbb{E}\left(y \mid x, v, v_{0}, v_{1}\right)=\mathbb{E}(y \mid x, v)$ and $g$ is weakly monotone in $v$ for each $x \in \mathbb{R}^{d}$ and $\theta \in \Theta$.

From above model restrictions, MT characterize the sharp identification region for the model parameter $\theta$ using moment inequalities: let $\Theta_{I}$ be a collection of $c \in \Theta$ satisfying the following conditions

$$
g\left(x, v_{0} ; c\right) \leq \mathbb{E}\left(y \mid x, v_{0}, v_{1}\right) \leq g\left(x, v_{1} ; c\right), \text { a.s. }
$$

MT further employ a minimum-distance type objective function for which $\Theta_{I}$ is a set-valued maximizer, the sample analog of which then leads to MT's modified minimum-distance (MMD) estimator. MMD is shown to be consistent under weak conditions.

Similarly, we can introduce density-weights to MT's objective function, for which we can establish asymptotic properties for the induced set estimator and provide an asymptotically valid inference procedure for the identified region in a similar way.

Let $z=\left(x^{\prime}, v_{0}, v_{1}\right)^{\prime}$ and $z$ is continuously distributed with a probability density function $f$. Let further $\lambda_{b}(z ; c)=\left[\mathbb{E}(y \mid z)-g\left(x, v_{b}, c\right)\right] \times f(z)$ for $b=0,1$ and $\lambda=\left(\lambda_{0}, \lambda_{1}\right)$. Then our density-weighted MMD objective function is defined as follows

$$
Q(c, \lambda) \equiv \int\left\{1\left[\lambda_{1}(z ; c)>0\right] \lambda_{1}^{2}(z ; c)+1\left[\lambda_{0}(z ; c)<0\right] \lambda_{0}^{2}(z ; c)\right\} d F(z)
$$

Therefore, we define our sample objective function

$$
Q_{n}(c, \hat{\lambda}) \equiv \frac{1}{n} \sum_{i=1}^{n}\left[\mathbf{1}\left\{\hat{\lambda}_{1}\left(z_{i} ; c\right)>0\right\} \hat{\lambda}_{1}^{2}\left(z_{i} ; c\right)+\mathbf{1}\left\{\hat{\lambda}_{0}\left(z_{i} ; c\right)<0\right\} \hat{\lambda}_{0}^{2}\left(z_{i} ; c\right)\right],
$$

where $\hat{\lambda}$ is the nonparametric estimator of $\lambda$ : for $d=0,1$,

$$
\hat{\lambda}_{b}\left(z_{i}, c\right)=\frac{1}{(n-1) h^{d+2}} \sum_{j \neq i}\left\{y_{j}-g\left(x_{i}, v_{b i} ; c\right)\right\} K\left(\frac{z_{j}-z_{i}}{h}\right) .
$$

Similarly to Proposition 3.2, it could be shown that $Q_{n}(c, \hat{\lambda})$ behaves asymptotically equivalent to the following infeasible sample criteria function

$$
\frac{1}{n} \sum_{i=1}^{n}\left[\mathbf{1}\left\{\lambda_{1}\left(z_{i} ; c\right)>0\right\} \hat{\lambda}_{1}^{2}\left(z_{i} ; c\right)+\mathbf{1}\left\{\lambda_{0}\left(z_{i} ; c\right)<0\right\} \hat{\lambda}_{0}^{2}\left(z_{i} ; c\right)\right]
$$

which indeed could also be written as a $\mathscr{U}$-process (after all cross-product terms have been left out).

Our set estimator $\widehat{\Theta}_{I}^{f}$ is defined as the set of parameter values which nearly minimize $Q_{n}(\cdot, \hat{\lambda})$,

$$
\widehat{\Theta}_{I}^{f}=\left\{c \in \Theta: Q_{n}(c, \hat{\lambda}) \leq \inf _{\tilde{c} \in \Theta} Q_{n}(\tilde{c}, \hat{\lambda})+\epsilon_{n}\right\}, \quad \epsilon_{n} \downarrow 0 .
$$

By choosing the deterministic sequence $\epsilon_{n}$ proportional to, e.g. $n^{-1} \sqrt{2 \ln \ln n}$ and under a similar set of conditions, it could be shown that $\rho_{H}\left(\hat{\Theta}_{I}^{f}, \Theta_{I}\right)=O_{p}\left(n^{-1 / 2} \sqrt[4]{2 \ln \ln n}\right)$. We can also conduct inference on the identified set by taking appropriate level sets of $Q_{n}$, with the critical values chosen based on a similar subsampling procedure as in Section 3.2.

## 6. Conclusion

This paper studies the semiparametric binary response model with interval data investigated by Manski and Tamer (2002). We propose a density-weighted modified maximum score estimator and derive its asymptotic properties. Further, we propose to construct confidence sets for the identification region by subsampling. Monte Carlo experiments provide supports to our inference procedure.
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Appendix A. Proof of Main Results

## A.1. Proof of Theorem 1.

Proof. Assumption 2.3 and Lemma 3.1 imply that the population objective function $L(\cdot, \lambda)$ is continuous on $B$ and is maximized over $B^{*}$. Then for any given $\eta>0$, let $\delta_{\eta}=\sup _{b \in B} L(b, \lambda)-$ $\sup _{b \in B / B_{\eta}^{*}} L(b, \lambda)>0$, where $B_{\eta}^{*}$ is the $\eta$-expansion of $B^{*}$.

To show $\sup _{b \in B_{n}^{f}} \rho\left(b, B^{*}\right) \xrightarrow{p} 0$, it is equivalent to show that for any given $\eta>0, B_{n}^{f} \subseteq B_{\eta}^{*}$ with probability approaching to one (w.p.a.1.), for which it suffices to show that $\inf _{b \in B_{n}^{f}} L(b, \lambda)>$ $\sup _{b \in B / B_{\eta}^{*}} L(b, \lambda)$ w.p.a.1. Let $\Delta_{n}(b, \lambda) \equiv L_{n}\left(b, \lambda_{n}\right)-L(b, \lambda)$. By Lemmas B. 1 and B.2, $\sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right|=o_{p}(1)$. Then we have

$$
\begin{aligned}
\inf _{b \in B_{n}^{f}} L(b, \lambda) & \stackrel{(a)}{\geq} \inf _{b \in B_{n}^{f}} L_{n}\left(b, \lambda_{n}\right)-\sup _{b \in B_{n}^{f}} \Delta_{n}(b, \lambda)
\end{aligned} \quad \geq \inf _{b \in B_{n}^{f}} L_{n}\left(b, \lambda_{n}\right)-\sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right|, \begin{aligned}
& (b) \\
& \quad \sup _{b \in B} L_{n}\left(b, \lambda_{n}\right)-\epsilon_{n}-\sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right| \\
& \stackrel{(c)}{\geq} \sup _{b \in B} L(b, \lambda)-\epsilon_{n}-2 \sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right| \\
& \stackrel{(d)}{=} \sup _{b \in B / B_{\eta}^{*}} L(b, \lambda)+\delta_{\eta}-\epsilon_{n}-2 \sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right|,
\end{aligned}
$$

where $(a)$ is because of $\inf _{x}[g(x)+h(x)] \geq \inf _{x} g(x)+\inf _{x} h(x)=\inf _{x} g(x)-\sup _{x}[-h(x)]$; $(b)$ is by the definition of $B_{n}^{f} ;(c)$ comes from the fact $\sup _{x}[g(x)+h(x)] \geq \sup _{x} g(x)-$ $\sup _{x}[-h(x)] \geq \sup _{x} g(x)-\sup _{x}|h(x)| ;$ and $(d)$ is by the definition of $\delta_{\eta}$. Since $\epsilon_{n} \downarrow 0$, $\sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right| \xrightarrow{p} 0$, and $\delta_{\eta}>0$, it follows that w.p.a.1., $\delta_{\eta}-\epsilon_{n}-2 \sup _{b \in B}\left|\Delta_{n}(b, \lambda)\right|>0$. Thus the result follows immediately.

Now we show the second part of Theorem 1. Suppose that $\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}\left(\beta, \lambda_{n}\right)\right| / \epsilon_{n} \xrightarrow{p}$ 0 and $\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| / \epsilon_{n} \xrightarrow{p} 0$. It suffices to show that $B^{*} \subseteq B_{n}^{f}$ w.p.a.1, which implies that $\sup _{b \in B^{*}} \rho\left(b, B_{n}^{f}\right) \xrightarrow{p} 0$. W.p.a.1,

$$
\begin{aligned}
& \inf _{b \in B^{*}} L_{n}\left(b, \lambda_{n}\right) \geq \inf _{b \in B^{*}} L_{n}(b, \lambda)-\sup _{b \in B^{*}}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| \\
& \quad \stackrel{(e)}{\geq} \sup _{b \in B} L_{n}(b, \lambda)-\sup _{b \in B}\left|L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right|-\sup _{b \in B^{*}}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| \\
& \geq \sup _{b \in B} L_{n}\left(b, \lambda_{n}\right)-\sup _{b \in B}\left[L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right]-2 \sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| \stackrel{(f)}{\geq} \sup _{b \in B} L_{n}\left(b, \lambda_{n}\right)-\epsilon_{n},
\end{aligned}
$$

where $(e)$ is by the facts that $(\mathrm{i}) \inf _{b \in B^{*}} L_{n}(b, \lambda)=L_{n}(\beta, \lambda)$ a.s., as implied by Assumption 2.2, $\vartheta(z, b, \lambda)=\vartheta(z, \beta, \lambda)$ a.s. for all $b \in B^{*} ;($ ii $) L_{n}(\beta, \lambda) \geq \sup _{b \in B} L_{n}(b, \lambda)-\sup _{b \in B}\left|L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right|$.
$(f)$ is because of our assumption that $\sup _{b \in B}\left[L_{n}(b, \lambda)-L_{n}(\beta, \lambda)\right] / \epsilon_{n} \xrightarrow{p} 0$ and $\sup _{b \in B} \mid L_{n}\left(b, \lambda_{n}\right)-$ $L_{n}(b, \lambda) \mid / \epsilon_{n} \xrightarrow{p} 0$; and also note that both $\sup _{b \in B}\left[L_{n}\left(b, \lambda_{n}\right)-L_{n}\left(\beta, \lambda_{n}\right)\right]$ and $\epsilon_{n}$ are non-negative. Thus, by the definition of $B_{n}^{f}$, it follows that $B^{*} \subseteq B_{n}^{f}$ w.p.a.1.

## A.2. Proof of Proposition 3.1.

Proof. Note that the point identification does not play a particular role in the proof of Kim and Pollard (1990, Lemma 4.1). We replace $\theta_{0}$ in their proof with our identified set $B^{*}$ (therefore $A(n, j)=$ $\left.\left\{b:(j-1) n^{-1 / 3} \leq \rho\left(b, B^{*}\right) \leq j n^{-1 / 3}\right\}\right)$ and using the fact that $U(b, \lambda)=U_{n}(b, \lambda)=0$ for all $b \in B^{*}$ (by the definitions of $B^{*}, U_{n}$ and $U$ ). Note also that the function class has an integrable envelope function (because of indicator functions). Lemma B. 5 verifies the maximal inequality for the $\mathscr{U}$-process objective function.

To apply Kim and Pollard (1990, Lemma 4.1), it remains to verify that when $n$ is large, $\mathbb{E}\left[\bar{G}^{2}\right] \leq$ $C R_{g}$, where $R_{g}$ is the constant defined in Equation (11) and $C$ is any finite positive constant. Recall that

$$
\begin{aligned}
\bar{g}_{n}\left(z_{i}, b, \lambda\right)=\underbrace{\left\lvert\, \frac{1}{2}\left\{\mathbb{E}\left[g^{*}\left(z_{i}, z_{j}, b, \lambda\right) \mid z_{i}\right]\right.\right.}_{\equiv \bar{g}_{n 1}}- & \left.\mathbb{E}\left[g^{*}\left(z_{i}, z_{j}, \beta, \lambda\right) \mid z_{i}\right]\right\} \mid \\
& +\underbrace{\left|\frac{1}{2}\left\{\mathbb{E}\left[g^{*}\left(z_{j}, z_{i}, b, \lambda\right) \mid z_{i}\right]-\mathbb{E}\left[g^{*}\left(z_{j}, z_{i}, \beta, \lambda\right) \mid z_{i}\right]\right\}\right|}_{\equiv \bar{g}_{n 2}} .
\end{aligned}
$$

where $\bar{g}_{n 1}$ and $\bar{g}_{n 2}$ have their own point-wise upper bounds (with respect to index $b$ ), respectively. In particular, for $\bar{g}_{n 1}$,

$$
\begin{aligned}
& \quad\left|\bar{g}_{n 1}\left(z_{i}, b, \lambda\right)\right| \leq \frac{1}{2} \sup _{z}|\xi(z)| \int|K(u)| d u \\
& \times\left[\left|\operatorname{sgn}\left\{x_{i}^{\prime} b+v_{1 i}\right\}-\operatorname{sgn}\left\{x_{i}^{\prime} \beta+v_{1 i}\right\}\right|+\left|\operatorname{sgn}\left\{x_{i}^{\prime} b+v_{0 i}\right\}-\operatorname{sgn}\left\{x_{i}^{\prime} \beta+v_{0 i}\right\}\right|\right] \equiv \bar{G}_{1}\left(z_{i}, b, \lambda\right)
\end{aligned}
$$

and for the $\bar{g}_{n 2}$ part, let $\tilde{\vartheta}\left(z_{j}, b, \lambda\right)=\vartheta\left(z_{j}, b, \lambda\right)-\vartheta\left(z_{j}, \beta, \lambda\right)$ and $\bar{f}=\sup _{z} f(z)$,

$$
\begin{aligned}
& \left|\bar{g}_{n 2}\left(z_{i}, b, \lambda\right)\right|=\left|\left(P\left(z_{i}\right)-0.5\right) \mathbb{E}\left\{\left.\frac{1}{h^{p}} K\left(\frac{z_{j}-z_{i}}{h}\right) \tilde{\vartheta}\left(z_{j}, b, \lambda\right) \right\rvert\, z_{i}\right\}\right| \\
= & \left|\left(P\left(z_{i}\right)-0.5\right) \int K(u) f\left(z_{i}+h u\right) \tilde{\vartheta}\left(z_{i}+h u, b, \lambda\right) d u\right| \leq \bar{f}\left|\int K(u) \tilde{\vartheta}\left(z_{i}+h u, b, \lambda\right) d u\right| \equiv \bar{G}_{2}\left(z_{i}, b, \lambda\right) .
\end{aligned}
$$

It is then sufficient to verify that $\mathbb{E}\left[\bar{G}_{1}^{2}\right]$ and $\mathbb{E}\left[\bar{G}_{2}^{2}\right]$ are bounded by $C R_{g} / 2$. Similar to the analysis in (Kim and Pollard, 1990, Example 6.4), this is true for $\mathbb{E}\left[\bar{G}_{1}^{2}\right]$. For $\mathbb{E}\left[\bar{G}_{2}^{2}\right]$, let $\bar{K}=\sup _{u} K(u)$,

$$
\begin{aligned}
& \mathbb{E}\left[\bar{G}_{2}^{2}\right] \leq \bar{f}^{2} \int_{z}\left(\int_{u} K(u)\left|\tilde{\vartheta}\left(z_{i}+h u, b, \lambda\right)\right| d u\right)^{2} f(z) d z \\
& \leq \bar{f}^{2} \int_{z} \int_{u} K^{2}(u)\left|\tilde{\vartheta}\left(z_{i}+h u, b, \lambda\right)\right|^{2} d u f(z) d z=\bar{f}^{2} \bar{K} \int_{u} \int_{z}\left|\tilde{\vartheta}\left(z_{i}+h u, b, \lambda\right)\right|^{2} K(u) f(z) d u d z \\
& \quad \leq \bar{f}^{2} \bar{K} \int_{u} \int_{z}\left[\left|\operatorname{sgn}\left\{x^{\prime} b+u_{x}^{\prime}(h b)+v_{1}+h u_{v_{1}}\right\}-\operatorname{sgn}\left\{x^{\prime} \beta+v_{1}+u_{x}^{\prime}(h \beta)+v_{1}+h u_{v_{1}}\right\}\right|\right. \\
& \left.+\left|\operatorname{sgn}\left\{x^{\prime} b+u_{x}^{\prime}(h b)+v_{0}+h u_{v_{0}}\right\}-\operatorname{sgn}\left\{x^{\prime} \beta+v_{0}+u_{x}^{\prime}(h \beta)+v_{0}+h u_{v_{0}}\right\}\right|\right] K(u) f(z) d u d z
\end{aligned}
$$

where $u=\left(u_{x}^{\prime}, u_{v_{1}}, u_{v_{0}}\right)^{\prime}$. Treating $(z, u)$ as a $\mathbb{R}^{2 p}$ dimensional random vector, and following the the same argument in (Kim and Pollard, 1990, Example 6.4), the right hand side integral is bounded by the order $\|b-\beta\|+\|h b-h \beta\|$, and therefore bounded by $C R_{g} / 2$ when $n$ is large.

## A.3. Proof of Proposition 3.2.

Proof. First note that $U_{n}\left(b, \lambda_{n}\right)-U_{n}(b, \lambda)=\left[L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right]-\left[L_{n}\left(\beta, \lambda_{n}\right)-L_{n}(\beta, \lambda)\right]$. Thus $\sup _{b \in B}\left|U_{n}\left(b, \lambda_{n}\right)-U_{n}(b, \lambda)\right| \leq 2 \sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right|$.
Moreover, for $r$ satisfying Assumption 3.7, define $\varphi_{n}\left(z_{i}, r\right)=1\left\{\left|\xi_{n}\left(z_{i}\right)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\}$, then

$$
\begin{align*}
& \sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right|= \sup _{b \in B}\left|\frac{1}{n} \sum_{i=1}^{n}\left\{\xi_{n}\left(z_{i}\right) \times \phi\left(z_{i}, b\right) \times\left[\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right]\right\}\right| \\
& \leq \frac{2}{n} \sum_{i=1}^{n}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times \varphi_{n}\left(z_{i}, r\right)\right\} \\
&+\frac{2}{n} \sum_{i=1}^{n}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times\left[1-\varphi_{n}\left(z_{i}, r\right)\right]\right\} . \tag{10}
\end{align*}
$$

The conclusion follows from Lemmas B. 8 and B. 10 .
A.4. Proof of Theorem 2. First, by Theorem $1, B_{n}^{f} \subseteq B_{\delta}^{*}$ w.p.a.1. for any $\delta>0$, hence it is sufficient to consider a small neighborhood of $B^{*}$.

Part I. By Proposition 3.1, for any $\epsilon>0$, there exists $M_{n}$ of order $O_{p}(1)$ such that

$$
U_{n}(b, \lambda) \leq U(b, \lambda)+\epsilon \rho\left(b, B^{*}\right)^{2}+n^{-\frac{2}{3}} M_{n}^{2}, \quad \text { for all } b \in B
$$

Let $\epsilon_{1}, \epsilon_{2}$ and $\delta>0$ be defined in Lemma B. 11 and $\epsilon=\frac{\epsilon_{2}}{2}>0$. Then for all $b \in B_{\delta}^{*}$ and $n$ sufficiently large,

$$
\frac{\epsilon_{2}}{2} \rho\left(b, B^{*}\right)^{2}-\epsilon_{1} h^{R} \rho\left(b, B^{*}\right)+U_{n}(b, \lambda) \leq n^{-\frac{2}{3}} M_{n}^{2} .
$$

By definition of $B_{n}^{f}$, for any $\tilde{b} \in B_{n}^{f}$ we have $U_{n}(\tilde{b}, \lambda) \geq \sup _{b \in B} U_{n}(b, \lambda)-\epsilon_{n} \geq-\epsilon_{n}$. Then

$$
\frac{\epsilon_{2}}{2} \rho\left(\tilde{b}, B^{*}\right)^{2}-\epsilon_{1} h^{R} \rho\left(\tilde{b}, B^{*}\right) \leq n^{-\frac{2}{3}} M_{n}^{2}+\epsilon_{n}
$$

which implies that

$$
\frac{\epsilon_{2}}{2}\left[\rho\left(\tilde{b}, B^{*}\right)-\frac{\epsilon_{1} h^{R}}{\epsilon_{2}}\right]^{2} \leq n^{-\frac{2}{3}} M_{n}^{2}+\epsilon_{n}+\frac{\epsilon_{1}^{2}}{2 \epsilon_{2}} h^{2 R}
$$

By Assumptions 3.7 and 3.10, we have $\rho\left(\tilde{b}, B^{*}\right)=O_{p}\left(\sqrt{\epsilon_{n}}\right)$ for any $\tilde{b} \in B_{n}^{f}$.
Part II. By the proof for Theorem 1, it suffices to show $\sup _{b \in B} U_{n}(b, \lambda) / \epsilon_{n} \xrightarrow{p} 0$ and $\sup _{b \in B} \mid L_{n}\left(b, \lambda_{n}\right)-$ $L_{n}(b, \lambda) \mid / \epsilon_{n} \xrightarrow{p} 0$, the latter of which is given by Proposition 3.2. For the first statement, $\mathbb{P}\left(B_{n}^{f} \subseteq B_{\delta}^{*}\right) \rightarrow 1$ for any fixed $\delta>0$ implies that $\sup _{b \in B_{\delta}^{*}} U_{n}\left(b, \lambda_{n}\right)=\sup _{b \in B} U_{n}\left(b, \lambda_{n}\right)$ w.p.a.1.. Applying Proposition 3.2 to both sides, it follows that $\sup _{b \in B_{\delta}^{*}} U_{n}(b, \lambda)=\sup _{b \in B} U_{n}(b, \lambda)$ w.p.a.1.. By Lemma B. 12, $\sup _{b \in B_{\delta}^{*}} U_{n}(b, \lambda) / \epsilon_{n} \xrightarrow{p} 0$ for some $\delta>0$. Therefore $\sup _{b \in B} U_{n}(b, \lambda) / \epsilon_{n} \xrightarrow{p} 0$.

Combine Part I and II, we can conclude that $\rho_{H}\left(B_{n}^{f}, B^{*}\right)=O_{p}\left(\sqrt{\epsilon_{n}}\right)$.
A.5. Proof of Theorem 3. The argument follows the proof of Chernozhukov, Hong, and Tamer (2007, Theorem 3.3) and Blevins (2012, Theorem 4). Let and $\eta_{n}=\sqrt{\epsilon_{n}}=n^{-1 / 3}(2 \ln \ln n)^{1 / 4}$. Let $B_{\eta_{n}}^{*}$ be the $\eta_{n}$ expansion of $B^{*}$. Under the rate condition of $m, \rho_{H}\left(B_{\eta_{n}}^{*} B^{*}\right)=O\left(\eta_{n}\right)=o\left(m^{-1 / 3}\right)$. Define

$$
\hat{\ell}_{j, m, n}^{-}=m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in B_{e_{n}^{*}}} U_{m, j}\left(b, \lambda_{m, j}\right),
$$

and

$$
\hat{\ell}_{j, m, n}^{+}=\sup _{\left\{K: \rho_{H}\left(K, B^{*}\right) \leq \eta_{n}\right\}}\left\{m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in K} U_{m, j}\left(b, \lambda_{m, j}\right)\right\} .
$$

Recall that $\hat{\ell}_{j, m, n}=m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in B_{n}} U_{m, j}\left(b, \lambda_{m, j}\right)$, then $\hat{\ell}_{j, m, n}^{-} \leq \hat{\ell}_{j, m, n} \leq$ $\hat{\ell}_{j, m, n}^{+}$by construction, and

$$
\widehat{\underline{\mathcal{L}}} \equiv \frac{1}{T_{n}} \sum_{j=1}^{T_{n}} \mathbf{1}\left[\hat{\ell}_{j, m, n}^{-} \leq x\right] \leq \frac{1}{T_{n}} \sum_{j=1}^{T_{n}} \mathbf{1}\left[\hat{\ell}_{j, m, n} \leq x\right] \equiv \widehat{\mathcal{L}} \leq \frac{1}{T_{n}} \sum_{j=1}^{T_{n}} \mathbf{1}\left[\hat{\ell}_{j, m, n} \leq x\right] \equiv \widehat{\overline{\mathcal{L}}}
$$

Consider $\underline{\widehat{\mathcal{L}}}$ first.

$$
\begin{aligned}
& \stackrel{\widehat{\mathcal{L}}}{\stackrel{(a)}{=} \mathbb{P}\left(m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in B_{\eta_{m}^{*}}} U_{m, j}\left(b, \lambda_{m, j}\right) \leq x\right)+o_{p}(1)} \\
& \stackrel{(b)}{=} \mathbb{P}\left(m^{2 / 3} \sup _{b \in B} U_{m, j}\left(b, \lambda_{m, j}\right)-m^{2 / 3} \inf _{b \in B^{*}} U_{m, j}\left(b, \lambda_{m, j}\right) \leq x\right)+o_{p}(1) \stackrel{(c)}{=} \mathbb{P}(\mathcal{C} \leq x)+o_{p}(1) .
\end{aligned}
$$

Step (a) holds due to the fact that $\underline{\underline{\mathcal{L}}}$ is an $\mathcal{U}$-statistic of order $m$ and takes value from unit interval; (b) holds by Lemma B.14; (c) holds by Assumption 3.11 and Lemma B.13. By similar arguments, $\widehat{\overline{\mathcal{L}}}=\mathbb{P}(\mathcal{C} \leq x)+o_{p}(1)$. If $\mathbb{P}(\mathcal{C}=0) \geq 1-\alpha$, then $\lim _{n \rightarrow \infty} \mathbb{P}\left(B^{*} \subseteq \widehat{B}_{\alpha}\right)>1-\alpha$; if $\mathbb{P}(\mathcal{C}=0)<1-\alpha$, then $\lim _{n \rightarrow \infty} \mathbb{P}\left(B^{*} \subseteq \widehat{B}_{\alpha}\right)=1-\alpha$.

## Appendix B. Preliminary Lemmas

We begin with some preliminary lemmas. Lemmas B. 1 and B. 2 will be used to show the consistency of our estimator; Lemmas B. 3 to B. 12 are primarily for convergence rate; Lemmas B. 13 and B. 14 are for the validity of inference.

Let $\xi_{n}\left(z_{i}\right)=\left[P_{n}\left(z_{i}\right)-(1-\alpha)\right] f_{n}\left(z_{i}\right)$ and $\xi\left(z_{i}\right)=\left[P\left(z_{i}\right)-(1-\alpha)\right] f\left(z_{i}\right)$. Let further $\phi\left(z_{i}, b\right)=\operatorname{sgn}\left(x_{i} b+v_{1 i}\right)-\operatorname{sgn}\left(x_{i} b+v_{0}\right)$. By definition, $|\phi(z, b)| \leq 2$ for all $b$ and $z$. Note that under Assumptions 2.4 and 3.1 to 3.3, it is standard in the nonparametric estimation literature that $\xi_{n}(z) \xrightarrow{L_{2}} \xi(z)$ for all $z \in \mathscr{Z}$, where $L_{r}$ refers to the convergence in the r-th mean.

Lemma B.1. Suppose that Assumptions 2.4 and 3.1 to 3.3 hold, then

$$
\sup _{b \in B}\left|L_{n}(b, \lambda)-L(b, \lambda)\right|=o_{p}(1) .
$$

Proof. Note that $L_{n}(b, \lambda)$ can be rewritten as $L_{n}(b, \lambda) \equiv \frac{1}{n} \sum_{i=1}^{n}\left[\xi_{n}\left(z_{i}\right) \times \vartheta\left(z_{i}, b, \lambda\right)\right]$. Let $\bar{L}_{n}(b, \lambda)=$ $\frac{1}{n} \sum_{i=1}^{n}\left[\xi\left(z_{i}\right) \times \vartheta\left(z_{i}, b, \lambda\right)\right]$. Thus

$$
\sup _{b \in B}\left|L_{n}(b, \lambda)-\bar{L}_{n}(b, \lambda)\right| \leq \sup _{b \in B} \frac{1}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)-\xi\left(z_{i}\right)\right| \times\left|\vartheta\left(z_{i}, b, \lambda\right)\right| .
$$

By definition $\left|\vartheta\left(z_{i}, b, \lambda\right)\right|=1$. It follows that

$$
\begin{aligned}
\mathbb{E} \sup _{b \in B}\left|L_{n}(b, \lambda)-\bar{L}_{n}(b, \lambda)\right| \leq \mathbb{E} & {\left[\frac{1}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)-\xi\left(z_{i}\right)\right|\right] } \\
& =\mathbb{E}\left|\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right| \leq\left\{\mathbb{E}\left[\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right]^{2}\right\}^{1 / 2} \rightarrow 0,
\end{aligned}
$$

where the last step comes from the fact that $\xi_{n}(z) \xrightarrow{L_{2}} \xi(z)$ for all $z \in \mathscr{Z}$.
By ULLN, $\sup _{b \in B}\left|\bar{L}_{n}(b, \lambda)-L(b, \lambda)\right|=o_{p}(1)$. Hence, $\sup _{b \in B}\left|L_{n}(b, \lambda)-L(b, \lambda)\right|=o_{p}(1)$.

## Lemma B.2. Suppose that Assumptions 2.4 and 3.1 to 3.3 hold, then

$$
\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right|=o_{p}(1) .
$$

Proof. Because

$$
\begin{aligned}
& \left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right| \leq \frac{1}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\vartheta\left(z_{i}, b, \lambda_{n}\right)-\vartheta\left(z_{i}, b, \lambda\right)\right| \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\phi\left(z_{i}, b\right)\right| \times\left|1\left\{\xi_{n}\left(z_{i}\right)>0\right\}-1\left\{\xi\left(z_{i}\right)>0\right\}\right| \\
& \leq \frac{2}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)\right| \times\left|1\left\{\xi_{n}\left(z_{i}\right)>0\right\}-1\left\{\xi\left(z_{i}\right)>0\right\}\right| .
\end{aligned}
$$

Note that the RHS does not depend on $b$, then

$$
\left.\begin{array}{rl}
\mathbb{E}\left\{\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right|\right\} \leq & \mathbb{E}
\end{array} \frac{2}{n} \sum_{i=1}^{n}\left|\xi_{n}\left(z_{i}\right)\right| \times\left|1\left\{\xi_{n}\left(z_{i}\right)>0\right\}-1\left\{\xi\left(z_{i}\right)>0\right\}\right|\right\}, ~=\mathbb{E}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|1\left\{\xi_{n}\left(z_{i}\right)>0\right\}-1\left\{\xi\left(z_{i}\right)>0\right\}\right|\right\} .
$$

Thus, it suffices to show for any $z \in \mathscr{Z}$, there is

$$
\mathbb{E}\left\{\left|\xi_{n}(z)\right| \times\left|1\left\{\xi_{n}(z)>0\right\}-1\{\xi(z)>0\}\right|\right\} \rightarrow 0
$$

Because

$$
\left|\xi_{n}(z)\right| \times\left|1\left\{\xi_{n}(z)>0\right\}-1\{\xi(z)>0\}\right| \leq\left|\xi_{n}(z)-\xi(z)\right| \times\left|1\left\{\xi_{n}(z)>0\right\}-1\{\xi(z)>0\}\right|
$$

then

$$
\mathbb{E}\left\{\sup _{b \in B}\left|L_{n}\left(b, \lambda_{n}\right)-L_{n}(b, \lambda)\right|\right\} \leq \mathbb{E}\left|\xi_{n}(z)-\xi(z)\right| \leq\left\{\mathbb{E}\left[\xi_{n}(z)-\xi(z)\right]^{2}\right\}^{1 / 2} \longrightarrow 0
$$

Let $\bar{g}_{n}\left(z_{i}, b, \lambda\right)=\mathbb{E}\left[\tilde{g}_{n}\left(z_{i}, z_{j}, b, \lambda\right) \mid z_{i}\right]$. Given $\lambda$, and a constant $R_{g}>0$, for each $n$, define a class of functions mapping from $\mathscr{Z}$ to $\mathbb{R}$ indexed by $b \in B$, where $\mathscr{Z}$ is the suppport of $z$ :

$$
\begin{equation*}
\overline{\mathscr{G}}_{n} \equiv\left\{\bar{g}_{n}(\cdot ; b, \lambda): b \in B, \rho\left(b, B^{*}\right) \leq R_{g}\right\} \tag{11}
\end{equation*}
$$

Let $\bar{G}$ be its envelop function. Recall that $g_{n}\left(z_{i}, z_{j}, b, \lambda\right)=\frac{1}{2}\left\{g^{*}\left(z_{i}, z_{j}, b, \lambda\right)+g^{*}\left(z_{j}, z_{i}, b, \lambda\right)\right\}$. Under Assumptions 3.1 and 3.3, $\bar{g}_{n}\left(z_{i}, b, \lambda\right)$ is the sum of a continuous function and indicator functions of finite dimensional parameter $b$ and hence belongs to VC-class (Kosorok, 2008, Lemmas 9.6, 9.9 and 9.12).

To simplify the notation, we write $\bar{g}_{i}(b)$ and $\tilde{g}_{i j}(b)$ for $\bar{g}_{n}\left(z_{i}, b, \lambda\right)$ and $\tilde{g}_{n}\left(z_{i}, z_{j}, b, \lambda\right)$, respectively. Our proofs of Lemmas B. 3 to B. 5 is modified from the proof in Sherman (1994a).

Lemma B.3. Suppose that Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then for some finite constant J,

$$
\begin{equation*}
\sqrt{n} \mathbb{E}\left\{\sup _{b \in B}\left|\frac{1}{n} \sum_{i} \bar{g}_{i}(b)-\mathbb{E} \bar{g}_{1}(b)\right|\right\} \leq J \sqrt{\mathbb{E}^{2}} \tag{12}
\end{equation*}
$$

Proof. Since function class $\overline{\mathscr{G}}_{n}$ is a VC class, by maximal inequality 3.1 in Kim and Pollard (1990), it follows that there exists some universal constant $J$ such that

$$
\sqrt{n} \mathbb{E}\left\{\sup _{b \in B}\left|\frac{1}{n} \sum_{i} \bar{g}_{i}(b)-\mathbb{E} \bar{g}_{1}(b)\right|\right\} \leq J \sqrt{\mathbb{E}^{2}}
$$

Let $\tilde{\tilde{g}}_{i j}(b)=\tilde{g}_{i j}(b)-\bar{g}_{i}(b)-\bar{g}_{j}(b)+\mathbb{E} \tilde{g}_{i j}(b)$. By construction, $\mathbb{E}\left[\tilde{\tilde{g}}_{i j}(b) \mid z_{i}\right]=\mathbb{E}\left[\tilde{\tilde{g}}_{i j}(b) \mid z_{j}\right]=$ 0 for all $b$. Define the degenerate class $\tilde{\mathscr{G}}_{n}=\left\{\tilde{\tilde{g}}_{i j}: b \in B\right\}$. Then in Nolan and Pollard (1987)'s terminology, the process $\frac{1}{n(n-1)} \sum_{1 \leq j<i \leq n} \tilde{\tilde{g}}_{i j}(\cdot)$ is $\mathbb{P}$-degenerate. Since $\tilde{\tilde{g}}_{i j}$ is a sum of functions of V-C class, by Kosorok (2008, Lemmas 9.6, 9.9), $\tilde{\mathscr{G}}_{n}$ is V-C class as well.

Lemma B.4. Suppose that Assumptions 2.1 to 2.4, 3.1, 3.2 and 3.4 hold. Then for some finite constant J,

$$
\begin{equation*}
\mathbb{E}\left\{\sup _{b \in B} \sqrt{n}\left|\frac{1}{n(n-1)} \sum_{1 \leq j<i \leq n} \tilde{\tilde{g}}_{i j}(b)\right|\right\}=O\left(n^{-1 / 2} h^{-p / 2}\right), \tag{13}
\end{equation*}
$$

Proof. Since

$$
\left|\tilde{\tilde{g}}_{i j}(b)\right| \leq\left|\tilde{g}_{i j}(b)\right|+\left|\bar{g}_{i}(b)\right|+\left|\bar{g}_{j}(b)\right|+\left|\mathbb{E} \tilde{g}_{i j}(b)\right| \leq\left|\tilde{g}_{i j}(b)\right|+3 \overline{\mathbb{G}},
$$

It follows that the class $\tilde{\tilde{\mathscr{G}}}_{n}$ has an envelop function $\overline{\bar{G}}_{n} \equiv\left|K\left(\frac{z_{i}-z_{j}}{h}\right) / h^{p}\right|+3 \sup _{z}|\xi(z) f(z)| \times$ $\int|K(u)| d u$. Note that $\mathbb{E} \overline{\bar{G}}_{n}^{2}=O\left(h^{-p}\right)$ under Assumptions 3.1 and 3.4. Then by Theorem 6 of Nolan and Pollard (1987), there exists a finite universal constant $J^{\prime}>0$

$$
\sqrt{n} \mathbb{E}\left\{\sup _{b \in B}\left|\frac{1}{n(n-1)} \sum_{1 \leq j<i \leq n} \tilde{\tilde{g}}_{i j}(b)\right|\right\} \leq \frac{J^{\prime} \sqrt{\mathbb{E} \overline{\bar{G}}_{n}^{2}}}{\sqrt{n}}=O\left(n^{-1 / 2} h^{-p / 2}\right)
$$

The constant $J^{\prime}$ is finite because $\tilde{\mathscr{G}}_{n}$ is V-C class and Nolan and Pollard (1987, Lemma 16).
Lemma B.5. Suppose that Assumptions 2.1 to 2.4, 3.1, 3.2 and 3.4 hold. Then for some finite constant J and large n,

$$
\begin{equation*}
\sqrt{n} \mathbb{E}\left\{\sup _{b \in B}\left|U_{n}(b, \lambda)-\mathbb{E} U_{n}(b, \lambda)\right|\right\} \leq J \sqrt{\mathbb{E} \overline{\mathbb{G}}^{2}} \tag{14}
\end{equation*}
$$

Proof. Note that

$$
U_{n}(b, \lambda)-\mathbb{E} U_{n}(b, \lambda)=\frac{2}{n} \sum_{i} \bar{g}_{i}(b)-2 \mathbb{E} \bar{g}_{1}(b)+\frac{1}{n(n-1)} \sum_{1 \leq j<i \leq n} \tilde{\tilde{g}}_{i j}(b)
$$

The last term on the right hand side is negligible by Lemma B. 4 and Assumption 3.2. The conclusion then follows from Lemma B.3.

Lemma B. 6 (Bernstein's tail inequality). Let $X_{1}, \cdots, X_{n}$ be independent real-valued random variables with zero mean, such that $\forall i,\left|X_{i}\right| \leq M$ a.s. Defining $\sigma^{2}=n^{-1} \sum_{i=1}^{n} \operatorname{Var} X_{i}$ and $S_{n}=\sum_{i=1}^{n} X_{i}$. We obtain for any $\epsilon>0$,

$$
\mathbb{P}\left(\frac{1}{n}\left|S_{n}\right|>\epsilon\right) \leq 2 \exp \left(-\frac{n \epsilon^{2}}{2 \sigma^{2}+\frac{2}{3} M \epsilon}\right)
$$

Proof. See Van der Vaart and Wellner (1996, lemma 2.2.9).

Lemma B.7. Suppose that Assumptions 2.1 to 2.4 and 3.5 to 3.7 hold, then for any $q>0$

$$
n^{q} \mathbb{P}\left\{\left|\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\} \rightarrow 0
$$

Proof. By Dominance Convergence theorem, it suffices to show $n^{q} \mathbb{P}\left\{\left|\xi_{n}(z)-\xi(z)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\} \rightarrow$ 0 for any $z \in \mathscr{Z}$. Because

$$
\begin{aligned}
& \mathbb{P}\left\{\left|\xi_{n}(z)-\xi(z)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\} \leq \mathbb{P}\left\{\left|\xi_{n}(z)-\mathbb{E} \xi_{n}(z)\right|+\left|\mathbb{E} \xi_{n}(z)-\xi(z)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\} \\
& =\mathbb{P}\left\{\left|\xi_{n}(z)-\mathbb{E} \xi_{n}(z)\right|>n^{-\frac{1}{3}-\frac{r}{2}}-\left|\mathbb{E} \xi_{n}(z)-\xi(z)\right|\right\}=\mathbb{P}\left\{\frac{1}{n}\left|\sum_{i=1}^{n}\left(w_{i}-\mathbb{E} w_{i}\right)\right|>\tau_{n}\right\},
\end{aligned}
$$

where $w_{i}=\left[y_{i}-(1-\alpha)\right] \times K\left(\frac{z_{i}-z}{h}\right)$ and $\tau_{n}=h^{p}\left[n^{-\frac{1}{3}-\frac{r}{2}}-\left|\mathbb{E} \xi_{n}(z)-\xi(z)\right|\right]$. Thus, by Bernstein's tail inequality (Lemma B.6),

$$
\mathbb{P}\left\{\frac{1}{n}\left|\sum_{i=1}^{n}\left(w_{i}-\mathbb{E} w_{i}\right)\right|>\tau_{n}\right\} 2 \leq \exp \left(-\frac{n \tau_{n}^{2}}{2 \operatorname{Var}\left(w_{i}\right)+\frac{2}{3} \bar{K} \tau_{n}}\right) .
$$

Note that $\mathbb{E} \xi_{n}(z)-\xi(z)=O_{p}\left(h^{R}\right)$ by Assumptions 3.5 and 3.8. Further, under Assumption 3.7, for sufficient large $n$ there is $0.5 h^{p} n^{-\frac{1}{3}-\frac{r}{2}} \leq \tau_{n} \leq h^{p} n^{-\frac{1}{3}-\frac{r}{2}}$. It should also be noted that

$$
\operatorname{Var}\left(w_{i}\right) \leq \mathbb{E} w_{i}^{2} \leq \mathbb{E} K^{2}\left(\frac{z_{i}-z}{h}\right) \leq h^{p} \times \bar{K}^{2} \times \int_{\mathbb{R}^{p}} f(z+t h) d t .
$$

Since $\int_{\mathbb{R}^{p}} f(z+t h) d z \rightarrow f(z)$, then for sufficient large $n$, there is

$$
\operatorname{Var}\left(w_{i}\right) \leq C \times h^{p},
$$

for some constant $C>0$. Hence, we have
$\mathbb{P}\left\{\frac{1}{n}\left|\sum_{i=1}^{n}\left(w_{i}-\mathbb{E} w_{i}\right)\right|>\tau_{n}\right\} \leq 2 \exp \left(-\frac{\frac{1}{4} n h^{2 p} n^{-\frac{2}{3}-r}}{2 C h^{p}+\frac{2}{3} M h^{p} n^{-\frac{1}{3}-\frac{r}{2}}}\right)=2 \exp \left(-\frac{\frac{1}{4} n h^{p} n^{-\frac{2}{3}-r}}{2 C+\frac{2}{3} \bar{K} n^{-\frac{1}{3}-\frac{r}{2}}}\right)$.
Again, for sufficient large $n$, there is $\frac{2}{3} \bar{K} n^{-\frac{1}{3}-\frac{r}{2}} \leq 1$ and $\frac{1}{4} n h^{p} n^{-\frac{2}{3}-2 r} \geq 1$ (by Assumption 3.7).
Thus for $n$ sufficiently large,

$$
\mathbb{P}\left\{\frac{1}{n}\left|\sum_{i=1}^{n}\left(w_{i}-\mathbb{E} w_{i}\right)\right|>\tau_{n}\right\} \leq 2 \exp \left(-\frac{0.25 n h^{p} n^{-\frac{2}{3}-r}}{2 C+1}\right) \leq 2 \exp \left(-\frac{n^{r}}{2 C+1}\right)
$$

Therefore, for any $q>0$

$$
n^{q} \mathbb{P}\left\{\left|\xi_{n}(z)-\xi(z)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\} \leq 2 n^{q} \exp \left(-\frac{n^{r}}{2 C+1}\right) \rightarrow 0
$$

For $r$ satisfying Assumption 3.7, define $\varphi_{n}\left(z_{i}, r\right)=1\left\{\left|\xi_{n}\left(z_{i}\right)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\}$.

## Lemma B.8. Let Assumptions 2.1 to 2.4 and 3.5 to 3.7 hold, then

$$
\frac{2}{n} \sum_{i=1}^{n}\left[\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times \varphi_{n}\left(z_{i}, r\right)\right]=o_{p}\left(n^{-\frac{2}{3}}\right)
$$

Proof. Because of Assumption 3.5, there is $\left|\xi_{n}\left(z_{i}\right)\right| \leq \bar{K} / h^{p}$ a.s.. Also note that $\lambda_{n}\left(z_{i}\right)=$ $1\left\{\xi_{n}\left(z_{i}\right)>0\right\}$ and $\lambda\left(z_{i}\right)=1\left\{\xi\left(z_{i}\right)>0\right\}$, then

$$
\begin{aligned}
& \mathbb{E}\left\{\frac{2}{n} \sum_{i=1}^{n}\left[\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times \varphi_{n}\left(z_{i}, r\right)\right]\right\} \\
& \leq \frac{2 \bar{K}}{h^{p}} \mathbb{E} 1\left\{\left|\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\}=\frac{2 \bar{K}}{h^{p}} \mathbb{P}\left\{\left|\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right|>n^{-\frac{1}{3}-\frac{r}{2}}\right\}
\end{aligned}
$$

Thus, the conclusion holds by Lemma B.7.

Lemma B.9. Let Assumptions 2.1 to 2.4 and 3.5 to 3.8 hold, then

$$
\mathbb{E} 1\left\{\left|\xi_{n}\left(z_{1}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right\}=O_{p}\left(n^{-\frac{1}{3}-\frac{r}{2}}\right)
$$

Proof. Note that

$$
\begin{aligned}
\mathbb{E} 1\left\{\left|\xi_{n}\left(z_{1}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right\}=\mathbb{P} & {\left[\left|\xi_{n}\left(z_{1}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right] } \\
& \leq \mathbb{P}\left[\left|\xi\left(z_{1}\right)\right| \leq 2 n^{-\frac{1}{3}-\frac{r}{2}}\right]+\mathbb{P}\left[\left|\xi_{n}\left(z_{1}\right)-\xi\left(z_{1}\right)\right| \geq n^{-\frac{1}{3}-\frac{r}{2}}\right]
\end{aligned}
$$

The first term of RHS is $O\left(n^{-\frac{1}{3}-\frac{r}{2}}\right)$ by Assumption 3.8; the second term is $o\left(n^{-q}\right)$ for any $q>0$ by Lemma B.7.

Lemma B.10. Let Assumptions 2.1 to 2.4 and 3.5 to 3.8 hold, then

$$
\frac{2}{n} \sum_{i=1}^{n}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times\left[1-\varphi_{n}\left(z_{i}, r\right)\right]\right\}=o_{p}\left(n^{-\frac{2}{3}}\right)
$$

Proof. Note that

$$
\begin{aligned}
& \frac{2}{n} \sum_{i=1}^{n}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times\left[1-\varphi_{n}\left(z_{i}, r\right)\right]\right\} \\
& \leq \frac{2}{n} \sum_{i=1}^{n}\left[\left|\xi_{n}\left(z_{i}\right)\right| \times\left[1-\varphi_{n}\left(z_{i}, r\right)\right]\right\}=\frac{2}{n} \sum_{i=1}^{n}\left\{\left|\xi_{n}\left(z_{i}\right)\right| \times 1\left\{\left|\xi_{n}\left(z_{i}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right\}\right] \\
& \quad \leq \frac{2}{n} \sum_{i=1}^{n}\left[n^{-\frac{1}{3}-\frac{r}{2}} \times 1\left\{\left|\xi_{n}\left(z_{i}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right\}\right] .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\mathbb{E}\left(\frac { 2 } { n } \sum _ { i = 1 } ^ { n } \left\{\left|\xi_{n}\left(z_{i}\right)\right| \times\left|\lambda_{n}\left(z_{i}\right)-\lambda\left(z_{i}\right)\right| \times[ \right.\right. & \left.\left.\left.-\varphi_{n}\left(z_{i}, r\right)\right]\right\}\right) \\
& \leq 2 n^{-\frac{1}{3}-\frac{r}{2}} \mathbb{E} 1\left\{\left|\xi_{n}\left(z_{1}\right)\right| \leq n^{-\frac{1}{3}-\frac{r}{2}}\right\}=o\left(n^{-\frac{2}{3}}\right),
\end{aligned}
$$

where the last equality follows from Lemma B.9.

Lemma B.11. Let Assumptions 2.1 to 2.4, 3.5 to 3.7 and 3.9 hold, then there exists $\epsilon_{1}, \epsilon_{2} \in \mathbb{R}^{+}$, such that for some $\delta>0, U(b, \lambda) \leq \epsilon_{1} h^{R} \rho\left(b, B^{*}\right)-\epsilon_{2} \rho^{2}\left(b, B^{*}\right)$, when $b \in B_{\delta}^{*}$ and $n$ sufficiently large.

Proof. Let $b$ in the $\delta$-neighborhood of $B^{*}$ and $b \notin B^{*}$. Note that

$$
\begin{aligned}
& U(b, \lambda)=\mathbb{E} L_{n}(b, \lambda)-\mathbb{E} L_{n}(\beta, \lambda) \\
& \quad=\mathbb{E}\left\{\int \xi\left(z_{1}+u h\right) K(u) d u \times \vartheta\left(z_{1}, b, \lambda\right)\right\}-\mathbb{E}\left\{\int \xi\left(z_{1}+u h\right) K(u) d u \times \vartheta\left(z_{1}, \beta, \lambda\right)\right\} .
\end{aligned}
$$

Let $\Gamma_{n}(b)=\mathbb{E}\left\{\int \xi\left(z_{1}+u h\right) K(u) d u \times \vartheta\left(z_{1}, b, \lambda\right)\right\}$. Note that $\Gamma_{n}(b)=\Gamma_{n}(\beta)$ for all $b \in B^{*}$. For each $b \in B$, let $b^{*} \in B^{*}$, which depends on $b$, such that $\left\|b^{*}-b\right\|=\rho\left(b, B^{*}\right)$. Thus $U(b, \lambda)=$ $\Gamma_{n}(b)-\Gamma_{n}\left(b^{*}\right)$. By Taylor expansion

$$
U(b, \lambda)=\nabla_{b} \Gamma_{n}\left(b^{*}\right) \times\left(b-b^{*}\right)+\left(b-b^{*}\right)^{\prime} \times \nabla_{b^{\prime} b}^{2} \Gamma_{n}\left(b^{\eta}\right) \times\left(b-b^{*}\right)
$$

where $b^{\eta}=\eta b^{*}+(1-\eta) b$ for some $\eta \in(0,1)$.

To obtain the derivative $\nabla_{b} \Gamma_{n}\left(b^{*}\right)$, we first look at the derivative of $\Gamma_{n}(b)-\mathbb{E}\left\{\xi(z) \vartheta\left(z_{1}, b, \lambda\right)\right\}$. Let $\zeta_{n}(z)=\int \xi(z+u h) K(u) d u-\xi(z)$. Then

$$
\begin{aligned}
\nabla_{b} \mathbb{E}\left\{\zeta_{n}(z) \times \vartheta(z, b, \lambda)\right\}= & 2 \nabla_{b} \partial \int \zeta_{n}(z) \times \mathbf{1}(\xi(z)>0) \times \mathbf{1}\left(x b+v_{1}>0\right) \times f(z) d z \\
& \left.+2 \nabla_{b} \partial \int \zeta_{n}(z) \times \mathbf{1}(\xi(z)<0) \times \mathbf{1}\left(x b+v_{0}<0\right)\right) \times f(z) d z
\end{aligned}
$$

Note that
$\nabla_{b} \partial \int \zeta_{n}(z) \mathbf{1}(\xi(z)>0) \mathbf{1}\left(x b^{*}+v_{1}>0\right) f(z) d z=\mathbb{E}\left[\xi_{n}(z) \mathbf{1}(\xi(z)>0) \mid x b^{*}+v_{1}=0\right] \times f_{x b^{*}+v_{1}}(0)$ where $f_{x b^{*}+v_{1}}$ denotes the density function of $x b^{*}+v_{1}$ Because $\mathbb{E}\left(\zeta_{n}(z) \mathbf{1}(\xi>0) \mid x, v^{1}\right) \leq C_{1} h^{R}$ for some constant $C_{1}>0$ and $f_{x b^{*}+v_{1}}$ is also bounded above (because $f$ is bounded above), it follows that $\left\|\nabla_{b} \mathbb{E}\left\{\zeta_{n}\left(z_{1}\right) \times \vartheta\left(z_{1}, b^{*}, \lambda\right)\right\}\right\| \leq \epsilon_{1} h^{R}$ for some constant $\epsilon_{1}>0$ that does not depend on the value of $b^{*}$. Moreover, note that the first order directional derivative of $\mathbb{E}\left\{\xi\left(z_{1}\right) \times \vartheta\left(z_{1}, b, \lambda\right)\right\}$ at $b^{*} \in B^{*}$ equals to zero by the definition of $B^{*}$. Hence $\sup _{b^{*} \in \partial B^{*}}\left\|\nabla_{b} \Gamma_{n}\left(b^{*}\right)\right\| \leq \epsilon_{1} h^{R}$.

Moreover, note that

$$
\begin{aligned}
\nabla_{b^{\prime} b}^{2} \Gamma_{n}\left(b^{\eta}\right)=\nabla_{\eta \eta}^{2} & \Gamma_{n}\left(\eta b^{*}+(1-\eta) b\right) \\
& =\nabla_{\eta \eta}^{2} L\left(\eta b^{*}+(1-\eta) b\right)+\nabla_{\eta \eta}^{2} \mathbb{E}\left\{\zeta_{n}(z) \times \vartheta\left(z, \eta b^{*}+(1-\eta) b, \lambda\right)\right\}
\end{aligned}
$$

Similarly, by Assumption 3.6, we have $\nabla_{\eta \eta}^{2} \mathbb{E}\left\{\zeta_{n}(z) \times \vartheta\left(z, \eta b^{*}+(1-\eta) b, \lambda\right)\right\} \leq C_{2} h^{R}$ for some constant $C_{2}>0$. Further, by Assumption 3.9, for all $b^{\eta}$ belongs to a neighborhood of $B^{*}$, there exists some positive constant $\epsilon_{2}$ such that $\left(b-b^{*}\right)^{\prime} \times \nabla_{b^{\prime} b}^{2} \Gamma_{n}\left(b^{\eta}\right) \times\left(b-b^{*}\right) \leq-\epsilon_{2}\left\|b-b^{*}\right\|^{2}$ for $n$ sufficiently large.

Lemma B.12. Let Assumptions 2.1 to 2.4, 3.5 to 3.7 and 3.9 hold, then $\sup _{b \in B_{\delta}^{*}} U_{n}(b, \lambda)=$ $O_{p}\left(n^{-2 / 3}\right)$ for some $\delta>0$.

Proof. First, note that $\sup _{b \in B_{\delta}^{*}} U_{n}(b, \lambda) \geq 0$, since $U_{n}(\beta, \lambda)=0$. It suffices to show that $\sup _{b \in B_{\delta}^{*}} U_{n}(b, \lambda) \leq O_{p}\left(n^{-2 / 3}\right)$ for some $\delta>0$. By Proposition 3.1, for any $\epsilon>0$, there exist random variables $\left\{M_{n}\right\}$ of order $O_{p}(1)$ independent with $b$ such that

$$
\left|U_{n}(b, \lambda)-U(b, \lambda)\right| \leq \epsilon \rho\left(b, B^{*}\right)^{2}+n^{-\frac{2}{3}} M_{n}^{2}, \quad \text { for all } b \in B
$$

Then by setting $\epsilon=\epsilon_{2} / 2>0$ and Lemma B. 11 , for all $b \in B_{\delta_{0}}^{*}$ there is $U_{n}(b, \lambda) \leq \epsilon_{1} h^{R} \rho\left(b, B^{*}\right)-$ $\epsilon \rho\left(b, B^{*}\right)^{2}+n^{-\frac{2}{3}} M_{n}^{2}$, which implies that $\sup _{b \in B_{\delta_{0}}^{*}} U_{n}(b, \lambda) \leq \frac{\epsilon_{\epsilon^{2}} h^{2 R}}{4 \epsilon}+n^{-\frac{2}{3}} M_{n}^{2}=O_{p}\left(n^{-2 / 3}\right)$.

Lemma B.13. Suppose that Assumptions 2.1 to 2.4 and 3.5 to 3.10 are satisfied, then

$$
\mathcal{C}_{n}=n^{2 / 3} \sup _{b \in B} U_{n}\left(b, \lambda_{n}\right) \xrightarrow{d} \mathcal{C} \equiv \sup _{t \in \mathbb{R}^{p}, \tilde{b} \in \partial B^{*}}\left\{S(\tilde{b}, t)-t^{\prime} V(\tilde{b}) t\right\},
$$

where for every $\tilde{b} \in \partial B^{*}, S(\tilde{b}, \cdot)$ is a mean zero Gaussian process, and $V(\tilde{b})$ is a positive definite matrix. Moreover, $\mathcal{C}$ is continuous on $(0, \infty)$.

Proof. By Proposition 3.2, $\mathcal{C}_{n}=n^{2 / 3} \sup _{b \in B} U_{n}(b, \lambda)+o_{p}(1)$. It it sufficient to consider $n^{2 / 3} \sup _{b \in B} U_{n}(b, \lambda)$.
Fixing a given $\tilde{b} \in \partial B^{*}$, we write $\tilde{q}_{i j n}(\tilde{b}, t)=n^{1 / 6} \tilde{g}_{i j}(\tilde{b}+t / \sqrt[3]{n}, \lambda)$. Note that $\tilde{q}_{i j n}(\tilde{b}, 0)=0$ for all $\tilde{b} \in \partial B$ due to normalization. For every given $\tilde{b} \in \partial B$, we can rewrite $n^{2 / 3} U_{n}(\tilde{b}, \lambda)$ as a $\mathscr{U}$-process indexed by $t$ :

$$
S_{n}(\tilde{b}, t)=\frac{\sqrt{n}}{n(n-1)} \sum_{i \neq j}\left\{\tilde{q}_{i j n}(\tilde{b}, t)-\mathbb{E}\left[\tilde{q}_{i j n}(\tilde{b}, t)\right]\right\} .
$$

Note that $\tilde{g}_{i j n}$ is a product of continuous bounded function $\xi(z)$ and sign function $\tilde{\vartheta}$, and hence is Euclidean (Nolan and Pollard, 1987, lemma 16, 18, and 19). By Nolan and Pollard (1988, Theorem 5), $S_{n}(\tilde{b}, \cdot)$ converges in distribution to a mean zero Guassian process $S(\tilde{b}, \cdot)$ with a bounded and nonzero covariance kernel $H(\tilde{b}, \cdot, \cdot)$ defined by

$$
\begin{equation*}
H\left(\tilde{b}, t_{1}, t_{2}\right)=\lim _{c \rightarrow \infty} c \mathbb{E}\left\{\mathbb{E}\left[\tilde{q}_{i j}\left(\tilde{b}, t_{1} / c\right) \mid z_{i}\right] \mathbb{E}\left[\tilde{q}_{i j}\left(\tilde{b}, t_{2} / c\right) \mid z_{i}\right]\right\} \tag{15}
\end{equation*}
$$

By Assumption 3.9 and following similar argument in Lemma B.11, for any $\tilde{b} \in \partial B^{*}$ and $\tilde{b}+t / \sqrt[3]{n} \notin B^{*}$, there exist a positive semidefinite matrix $V(\tilde{b})$ such that $\sqrt{n} \mathbb{E}\left[\tilde{q}_{i j n}(\tilde{b}, t)\right]=$ $-t^{\prime} V(\tilde{b}) t+o(1) . S_{n}(\tilde{b}, t)$ hence converges in distribution to $S(\tilde{b}, t)-t^{\prime} V(\tilde{b}) t$. Note that for each $(\tilde{b}, t), S(\tilde{b}, t)$ is a Gaussian random variable, hence by Davydov, Lifshits, and Smorodina (1998, Theorem 11.1), $\mathcal{C} \equiv \sup _{(\tilde{b}, t)}\left\{S(\tilde{b}, t)-t^{\prime} V(\tilde{b}) t\right\}$ is continuously distributed over $(0,+\infty)$. The proof completes by observing $\sup _{b \in B} U_{n}(b, \lambda)=\sup _{\tilde{b}, t} S_{n}(\tilde{b}, t)$.

Lemma B.14. Let Assumptions 2.1 to 2.4 and 3.5 to 3.10 be satisfied. Let $\tilde{B}_{n}$ be a sequence of subset such that $\rho_{H}\left(\tilde{B}_{n}, B^{*}\right)=o_{p}\left(n^{-1 / 3}\right)$, then

$$
n^{2 / 3} \inf _{b \in B^{*}} U_{n}\left(b, \lambda_{n}\right)-n^{2 / 3} \inf _{b \in \tilde{B}_{n}} U_{n}\left(b, \lambda_{n}\right)=o_{p}(1) .
$$

Proof. By Proposition 3.2, and the fact that $U_{n}(b, \lambda)=0$ for all $b \in B^{*}$, it is sufficient to show that $\inf _{b \in \tilde{B}_{n}} U_{n}(b, \lambda)=o_{p}\left(n^{-2 / 3}\right)$.

Define $\tilde{A}(n, j)=\left\{b:(j-1) c_{n} n^{-1 / 3} \leq \rho\left(b, B^{*}\right) \leq j c_{n} n^{-1 / 3}\right\}$ for some $c_{n} \downarrow 0$. Then $\tilde{B}_{n} \subseteq$ $\cup_{j=1}^{\infty} \tilde{A}_{j, j}$. We apply the same argument as in the proof of Kim and Pollard (1990, lemma 4.1) with $\tilde{A}(n, j)$ in the place of $A(n, j)$. Notice that $c_{n} \downarrow 0$, it follows that there exists $\tilde{M}_{n}=o_{p}(1)$ such that

$$
\left|U_{n}(b, \lambda)-U(b, \lambda)\right| \leq \epsilon \rho\left(b, B^{*}\right)^{2}+n^{-\frac{2}{3}} \tilde{M}_{n}^{2}, \quad \text { for all } b \in \tilde{B}_{n} .
$$

By Lemma B.11, $\sup _{b \in \tilde{B}_{n}} U(b, \lambda)=o_{p}\left(n^{-2 / 3}\right)$, then it follows that $\inf _{b \in \tilde{B}_{n}} U(b, \lambda)=o_{p}\left(n^{-2 / 3}\right)$.
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[^1]:    ${ }^{1}$ Magnac and Maurin (2008) discuss the identification of the semiparametric binary response model with interval data when additional instrumental variables are available.

[^2]:    ${ }^{2}$ Under additional smoothness assumptions on the error term's density, Horowitz (1992) propose a smoothed MSE, which has a limiting normal distribution and a rate of convergence that is at least $n^{-2 / 5}$ and can be arbitrarily close to $n^{-1 / 2}$.
    ${ }^{3}$ On the other hand, a smoothed sample criterion function does not necessarily guarantee the corresponding estimator will converge at a parametric rate: in a simple setting of binary response models with a special regressor, Khan and Tamer (2010) show that the identification-at-infinity of parameters could also result in a convergence rate slower than the parametric rate. Chen, Khan, and Tang (2013) extend such a result.

[^3]:    ${ }^{4}$ We adopt the convention $\operatorname{sgn}(0)=-1$.

[^4]:    ${ }^{5}$ For more discussion about the orthogonality condition in two step-semiparametric estimation, see Andrews (1994).

[^5]:    ${ }^{6}$ Note that due to Proposition 3.2, we can also use the nonparametric estimate $\lambda_{n}$ of the original sample to replace $\lambda_{m, j}$. As a matter of fact, we try both in the Monte Carlo experiments. Using $\lambda_{n}$ yields a slightly better finite sample performance.
    ${ }^{7}$ The numerical examples in Manski and Tamer (2002) set $\kappa=1$.

[^6]:    ${ }^{8}$ The unknown functions are estimated using a fourth order kernel $k(u)=0.5\left(3-u^{2}\right) \phi(u)$, where $\phi$ is the standard normal density function. The bandwidth $h=1.06 n^{-0.1}$. With $R=4$ and $p=3$, we can verify that the requirements in Assumption 3.7 are satisfied.
    ${ }^{9}$ Throughout this section, we fixed the value $\beta_{0}=1$. Based on a simulation with sample size 200, 000 , when $\kappa=1$, the identified region for $\beta_{2}$ is $[-1.142,-0.852]$.

