
ECO220Y1Y, Test #5, Prof. Murdock: SOLUTIONS 
April 5, 2019, 9:10 – 11:00 am 

NOTE: The parts of the solutions [in brackets] are extra explanations and are not required parts of your answer.  

 
(1) (a) To start, answering requires repeating the analysis from Test #4, March 2019, Question (2)(a), for Canada and 
Japan to obtain the sample s.d. for each country. 

Canada: ME is 0.0922 ቀ= ଻.ସଶ଴଻ି଻.ଶଷ଺ଷଶ ቁ. Use 𝑋ത ± 𝑡ఈ/ଶ  ௦√௡ with 𝜈 = 2,026 so 𝑡ఈ/ଶ = 1.960 for 𝛼 = 0.05. Hence, 𝑀𝐸 =0.0922 = 1.960 ∗  ௦√ଶ,଴ଶ଻. Yields 𝑠 = 2.12. 𝑋ത = 7.3285 ቀ= ଻.ସଶ଴଻ା଻.ଶଷ଺ଷଶ ቁ. (Or you could get 7.328 from figure.) 

Japan: ME is 0.0817 ቀ= ହ.ଽଽ଺଻ିହ.଼ଷଷଷଶ ቁ. Use 𝑋ത ± 𝑡ఈ/ଶ  ௦√௡ with 𝜈 = 3,008 so 𝑡ఈ/ଶ = 1.960 for 𝛼 = 0.05. Hence, 𝑀𝐸 =0.0817 = 1.960 ∗  ௦√ଷ,଴଴଼. Yields 𝑠 = 2.29. 𝑋ത = 5.9150 ቀ= ହ.ଽଽ଺଻ାହ.଼ଷଷଷଶ ቁ. (Or you could get 5.915 from figure.) 

If we call Canada group 1 and Japan group 2, we plug into: (𝑋തଵ − 𝑋തଶ) ± 𝑡ఈ ଶ⁄ ට௦భమ௡భ + ௦మమ௡మ. The degrees of freedom will be 

very large (well above 1,000) so it is not necessary to compute the exact degrees of freedom. (7.3285 − 5.9150) ± 1.960ටଶ.ଵଶమଶ,଴ଶ଻ + ଶ.ଶଽమଷ,଴଴଼  1.4135 ± 1.960 ∗ 0.0629  1.4135 ± 0.1233  𝐿𝐶𝐿 = 1.29 and 𝑈𝐶𝐿 = 1.54 

 
(b) ℎ𝑎𝑝𝑝𝚤𝑛𝑒𝑠𝑠෣ = 6.414 − 0.078 ∗ 𝑎𝑏𝑟𝑜𝑎𝑑 with 𝑛 = 23,909, where −0.078 = (6.336 –  6.414) and 23,909 =19,933 + 3,976. 

 
(2) (a)  

                

Graph #2 summarizes the regression results for Tianjin. We can immediately rule out Graphs #3 and #4, which would 
require a positive coefficient on the trend and a negative coefficient on the trend-squared, which is the opposite of the 
actual results. To choose between Graphs #1 and #2, focus on last few years where there is a big difference. The given 
results predict that in 2012, PM10 is 107.35 (= 143.0097 – 14.73599*10 + 1.117*102), which means it must be Graph #2. 

 
(b) We cannot interpret that coefficient in isolation because we cannot imagine a change in the trend variable without 
also changing the trend squared variable. Hence, we need to draw a graph (like part (a)) that takes both -14.73599 and 
1.117 into account because they both affect the slope. 

  



(3) In Regression #1, we simply compare the annual household electricity usage of older and newer homes in California 
only controlling for the year of the survey (2003 versus 2009). The coefficient in boldface tells us that the electricity 
usage of houses built during the period from 2001-2004 use 39.5 percent more electricity than houses constructed 
before 1940. The extremely tiny P-value means that this difference is highly statistically significant. This looks terrible 
because building codes were supposed to make newer homes more energy efficient, but they seem to be actually using 
more electricity (less efficient) than older homes. 

In Regression #2, we are controlling for some other potentially important reasons for higher electricity usage: the 
climate (how much it requires air conditioning), the size of the house, the number of people living at the house, and 
whether or not the house has central air conditioning. After controlling for these differences, we find that newer homes 
(i.e. those build between 2001-2004) actually use 5.3 percent less electricity than houses constructed before 1940. 
Further, this difference is statistically significant at a 5% significance level. 

These regressions illustrate a main point in Levinson (2016): it is not fair to simply compare older and newer homes 
when trying to figure out if building codes have improved energy efficiency because newer homes tend to be built in 
hotter parts of California, have more residents, and have central air conditioning. Hence, Regression #2 is clearly better 
for answering the primary research question (conveniently included in the title of the article) than the unfair comparison 
in Regression #1. 

 
(4) (a) Use an F-test: 𝐹 = ோమ/௞(ଵିோమ)/(௡ି௞ିଵ) = (ି଴.ଶ଼ଽଶ)మ/ଵ(ଵି(ି଴.ଶ଼ଽଶ)మ)/(ଵ଴଴ିଵିଵ) = ଴.଴଼ଷ଺(ଵି଴.଴଼ଷ଺)/(ଵ଴଴ିଵିଵ) = 8.94. The F table reveals 

that the correlation between y and x1 is statistically significant at the 1% level. 

 
(b) Use an F-test: 𝐹 = ோమ/௞(ଵିோమ)/(௡ି௞ିଵ) = (଴.ଵ଼ଽଵ)మ/ଵ(ଵି(.ଵ଼ଽଵ)మ)/(ଵ଴଴ିଵିଵ) = ଴.଴ଷହ଼(ଵି଴.଴ଷହ଼)/(ଵ଴଴ିଵିଵ) = 3.64. The F table reveals that the 

correlation between y and x2 is statistically significant at the 10% level. 

 
(c) False. A multiple regression coefficient and statistical tests of those coefficients assess how y is related to each x after 
controlling for the other included x variables. Multiple regression coefficients do NOT describe how each x is related to y 
in observational data. Hence, the statistical tests above (using correlations) are necessary. 

 
(5) (a)  𝐻଴: 𝜇் − 𝜇஼ = 0  𝐻ଵ: 𝜇் − 𝜇஼ ≠ 0  

Depending on whether or not you assume equal variances, you use one of these two formulas. Either approach is totally 
acceptable in this case and leads to virtually identically results. 𝑡 = (௑തభି௑തమ)ି୼బඨೞభమ೙భାೞమమ೙మ

  or  𝑡 = (௑തభି௑തమ)ି୼బඨೞ೛మ೙భାೞ೛మ೙మ
 

Going with the general case (unequal variances), 𝑡 = (௑ത೅ି௑ത಴)ି୼బඨೞ೅మ೙೅ାೞ಴మ೙಴
= (ସ଺.ଷହ଻ଷଵିସ଻.ଵଷ଴଻ହ)ି଴ටయబళ.యమమళమ,లభర ାయబర.రఱఴమమ,లఱర = − ଴.଻଻ଷସସ଴.ସ଼ଵଽ଺ = −1.6048 

The degrees of freedom will be very large, which means we can use the Standard Normal table. The P-value is 
approximately 0.11, which means that this difference is not statistically significant at even a 10% level.  

This answer is not surprising because the students were randomly divided into the treatment group and the control 
group. There is no reason to expect any difference in the academic performance across these two groups. 



(b)  

Control group: 𝐵𝑒𝑙𝚤𝑒𝑓𝑠ప෣ = 49.2 + 0.305 ∗ 𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒௜ 
Treatment group: 𝐵𝑒𝑙𝚤𝑒𝑓𝑠ప෣ = 23.2 + 0.710 ∗ 𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒௜ 
 

 

 

 

 

 

 
 

(c) Model:  𝐸𝑛𝑑𝑙𝑖𝑛𝑒𝐵𝑒𝑙𝑖𝑒𝑓௜ = 𝛽଴ + 𝛽ଵ𝑇𝑟𝑒𝑎𝑡௜ ∗ 𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒௜ + 𝛽ଶ𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒௜ + 𝛽ଷ𝑇𝑟𝑒𝑎𝑡௜ + 𝜀௜  𝐻଴: 𝛽ଵ = 0  𝐻ଵ: 𝛽ଵ ≠ 0  𝑡 = ଴.ସ଴ହି଴଴.଴ଶସ = 16.9 with 𝜈 = 5,240 

Yes, the difference in the slopes is highly statistically significant, including at the 0.1% significance level. 

 
(d) Regression (2) is the best regression. Because the outlier is obviously a data entry mistake in this case – it is not 
possible to believe that the score will be 350 points if the maximum possible score is 100 points – the best thing to do 
(given that we lack further information that would allow us to correct the data entry mistake) is to drop it completely, 
which is what Regression (2) does. The huge sample size means that a single outlier (even an extreme one like this) does 
not have a big effect. However, the outlier has distorted the R-squared in Regression (1). Regression (3) controls for the 
outlier, which means the coefficients are the same as in Regression (2), but that artificially inflates the R-squared. 


