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ECO220Y1Y, Test #4, Prof. Murdock 
March 28, 2025, 8:10 am – 10:00 am 

Instructions: 

 Keep ALL pages closed and face up on your desk until we announce the start. 

 There are 8 test pages with 8 questions, with varying numbers of parts, worth a total of 95 points. 

 Questions (1) to (3) have no supplementary material. The rest require the Supplement, which will be 
distributed after the test has begun. You already have the aids sheets, with formulae and statistical tables. 

 You have 110 minutes. You must stay for a minimum of 60 minutes. 

 For each question referencing the Supplement, carefully review all materials. The Supplement and aid sheets 
are NOT collected: write your answers on the test papers. At the end, hand in only your Crowdmark test papers.  

 Write your answers clearly, completely, and concisely in the designated space provided immediately after each 
question. An answer guide ends each question to let you know what is expected. For example, a quantitative 
analysis, a fully labelled graph, and/or sentences. Any answer guide asking for a quantitative analysis always 
automatically means that you must show your work and make your reasoning clear. 

o Marking TAs are instructed to accept all reasonable rounding. 

 Your entire answer must fit in the designated space provided immediately after each question. No extra 
space/pages are possible. You cannot use blank space for other questions, nor can you write answers on the 
Supplement. Write in PENCIL and use an ERASER as needed so that you can fit your final answer (including work 
and reasoning) in the appropriate space. We give more blank space than is needed for each answer (with typical 
handwriting) worth full marks. Follow the answer guides and avoid excessively long answers. 
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(1) [4 pts] A research team has cross-sectional data measuring hourly wages in dollars and each employee’s gender. 
They obtain these OLS results: lnሺ𝑤𝑎𝑔𝑒ሻప = 3.2189 − 0.0764 ∗ 𝑤𝑜𝑚𝑎𝑛 .  Interpret -0.0764. Answer with 1 sentence. 

 

 

 

 

 

 

 

(2) [5 pts] A research team randomly assigns minutes of preparation time to students. Then they record points earned 
out of 10 on a multiple-choice quiz. They obtain these OLS results: lnሺ𝑝𝑜𝚤𝑛𝑡𝑠ሻప = 0.6420 + 0.3551 ∗ lnሺ𝑝𝑟𝑒𝑝_𝑡𝑖𝑚𝑒ሻ .  
Interpret 0.3551. Answer with 1 sentence. 

 

 

 

 

 

 

 

(3) [5 pts] Using data for 128 countries in 2023, a research team studies how healthy life expectancy in years relates 
with real GDP per capita in USD. They obtain these OLS results: 𝑙𝚤𝑓𝑒_𝑒𝑥𝑝𝑒𝑐𝑡ప = 26.7259 + 4.0380 ∗ lnሺ𝑟𝑒𝑎𝑙_𝐺𝐷𝑃_𝑝𝑐ሻ .  
Interpret 4.0380. Answer with 1 sentence. 

 

 

 

 

 

 

 

 



(4) See Supplement for Question (4): The New Geography of Labor Markets. 

(a) [7 pts] In the figure, the OLS slope estimate is 14.7. Interpret 14.7. In your interpretation, be sure to discuss its size in 
this context and causality. Answer with 3 – 4 sentences. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) [7 pts] The standard error of the OLS slope estimate is 0.235. What should you expect to happen to the standard 
error if you drop the dot in the top right of the figure from the analysis? Explain the three reasons why. To organize your 
explanation of the three reasons, write the relevant formula from the aid sheets. Answer with 3 – 4 sentences. 

 

 

 

 

 

 

 

 

 

 

 

 



(5) See Supplement for Question (5): Reassessing Qualitative Self-Assessments and Experimental Validation. 

(a) [8 pts] In Table A.2, is the value -0.09 statistically significant? If yes, at which significance level? Answer with 
hypotheses in formal notation, a quantitative analysis & 1 sentence. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) [6 pts] In Table A.2, interpret 0.32. In your interpretation, be sure to discuss its size in this context and what its size 
implies. (Note: You do not need to mention the source of these data: Falk et al. (2023).) Answer with 2 – 3 sentences. 

 

 

 

 

 

 

 

 

 

 



(6) See Supplement for Question (6): Happiness in China and India. 

(a) [2 pts] In the data used to estimate the regression, what is the unit of observation? Answer with a phrase. 

 

 

(b) [14 pts] Create a figure to 
interpret the coefficient estimates in 
the Stata output. In other words, 
graphically illustrate the meaning of 
the OLS coefficient estimates in this 
context. Answer with a fully labelled 
graph & show your work. 

  

 

 

 

  



(c) [4 pts] In the t column of the Stata output, interpret 5.10. In other words, in plain English and in this context, say 
what you can conclude. Answer with 1 sentence. 

 

 

 

 

 

 

 

(d) [2 pts] What is the numeric value of 𝑡ఈ/ଶ needed to compute the two erased numbers in the Stata output?  
(Note: You are not asked to compute the two erased numbers.) Make your reasoning clear. 

 

 

 

 

(7) See Supplement for Question (7): Asiaphoria Meets Regression to the Mean. 

(a) [4 pts] Is the number .01629 in the Stata output large or small in this context? Explain. Answer with 1 – 2 sentences. 

 

 

 

 

 

 

 

  



(b) [4 pts] Give an example of a real-life question – in PLAIN ENGLISH (like an interpretation) – that would require using 
the formula below from our aid sheets. Your question should be answerable using the formula below and what is given 
in the Supplement, but you should not answer it nor plug into the formula. Answer with ONE question.  𝑡 = భିఉభబ௦..ሺభሻ   (Note: 𝛽ଵ is read as “Beta one naught,” and not as “Beta ten”) 

 

 

 

(c) [4 pts] Give an example of a real-life question – in PLAIN ENGLISH (like an interpretation) – that would require using 
the formula below from our aid sheets. Your question should be answerable using the formula below and what is given 
in the Supplement, but you should not answer it nor plug into the formula. Answer with ONE question.  

𝑦ො௫ ± 𝑡ఈ ଶ⁄ 𝑠ඨଵ + ൫௫ିത൯మሺିଵሻ௦మೣ   

 

 

 

(8) See Supplement for Question (8): How Work-from-Home Rates Covary with Individual Characteristics. 

(a) [6 pts] Contrary to first appearances, Column (1) in Table 2 shows a multiple regression. In plain English, explain 
what is being controlled for and why it makes sense to do so. (Use your own words. Do not copy from the Supplement.) 
Answer with 2 – 3 sentences. 

 

 

 

 

 

 

 

 

 

 

  



(b) [4 pts] According to Column (3) in Table 2, how does a male who lives with a child under 14 compare with a male 
who does not live with a child under 14? Answer by filling in the four blanks below. 

According to Column (3), compared to a male who does not live with a child under 14, a male who does live with a child 
under 14 works _____ [#] _______________________ [percent / percentage points] ________ [more / less] days from 
home. This difference is ___________________________________________________ [not significant / not statistically 
significant, but economically significant / not economically significant, but statistically significant / significant].  

 
(c) [9 pts] In Columns (4) and (5) in Table 2, interpret the results in the cells with 16.5 and 11.4, which are in boldface. 
(Do not be repetitive and do not copy language from the Supplement. Instead, write a coherent short paragraph in your 
own words.) Answer with 3 – 4 sentences. 
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Supplement for Questions (1), (2) and (3): N/A (all information given with these questions) 

 
 

Supplement for Question (4): 
Consider a 2025 NBER Working 
Paper titled “The New Geography 
of Labor Markets.”  

The figure to the right is titled 
“Employers in areas with high 
housing prices have a much greater 
share of distant employees.”  

Notes: 50 miles is 80.5 km. These 
are binned data from the US and a 
zipcode is a small geographic area 
like a postal code in Canada. 

 

 

 

 
 

Supplement for Question (5): From a 2025 NBER Working Paper titled “Reassessing Qualitative Self-Assessments and 
Experimental Validation,” consider the excerpt and table below. It discusses a paper and data that we have studied in 
workshops. Neither the wording of the survey questions for people to self-assess themselves nor the design of 
experiments to elicit measures of personality traits are needed to answer the test questions. Two numbers in Table A.2 
are in boldface for easy reference. 

Excerpt (p. 4, Online Appendix): Table A.2 presents the correlations between qualitative self-assessments 
and incentivized elicitations using the replication dataset from Falk et al. (2023). As in our sample, 
qualitative self-assessments are often statistically significantly correlated with incentivized elicitations other 
than those they are intended to proxy for. 

Table A.2: Correlations between Qualitative Self-Assessments and Incentivized Elicitations in Falk et al. (2023) 
  Incentivized Elicitations 
  Risk Tolerance Impatience Altruism Trust Reciprocity Punishment 

Q
ua

lit
at

iv
e 

Se
lf-

As
se

ss
m

en
t 

Risk Tolerance 0.32 -0.02 -0.03 0.09 -0.10 0.03 
Impatience 0.09 0.08 0.08 0.06 -0.00 0.01 
Altruism -0.02 0.13 0.39 0.16 0.24 -0.01 
Trust 0.03 0.19 0.17 0.27 0.23 -0.09 
Reciprocity -0.03 0.12 0.11 0.23 0.22 -0.05 
Punishment 0.05 -0.00 0.00 0.05 0.15 0.17 

Notes: Data from Falk et al. (2023), n = 360 for measures of reciprocity and punishment, and n = 382 for all 
other domains. 
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Supplement for Question (6): Recall the data from the 2024 World Happiness Report. Each year from 2006 through 
2023, an independent sample of 1,000+ people in India answer the Cantril ladder survey question to assess happiness on 
a 0 to 10 scale. In China it is the same except that they did not run the survey in 2022. The variable named trend is 1 in 
2006, 2 in 2007, 3 in 2008, and so on. The other variables are self-explanatory given the descriptive variable names. See 
the Stata regression output below. One number is in boldface in the Stata output below for easy reference and two 
numbers are intentionally erased. 

      Source |       SS           df       MS      Number of obs   =        35 
-------------+----------------------------------   F(3, 31)        =     37.29 
       Model |  10.5522064         3  3.51740215   Prob > F        =    0.0000 
    Residual |  2.92441995        31  .094336127   R-squared       =    0.7830 
-------------+----------------------------------   Adj R-squared   =    0.7620 
       Total |  13.4766264        34  .396371365   Root MSE        =    .30714 
 
------------------------------------------------------------------------------ 
     cantril |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
       india |   .6896452   .2158244     3.20   0.003     .2494684    1.129822 
       trend |   .0759614   .0148996     5.10   0.000    _________   _________ 
 indiaXtrend |  -.1558129   .0204134    -7.63   0.000    -.1974462   -.1141795 
       _cons |   4.472334    .154165    29.01   0.000     4.157912    4.786756 
------------------------------------------------------------------------------ 

 

Supplement for Question (7): Recall “Asiaphoria Meets 
Regression to the Mean” (Pritchett and Larry Summers (2014)) 
and the PWT 10.0 data. The variables r_1970_90 and 
r_1990_10 are the estimated annual growth rate of real GDP 
per capita from 1970 to 1990 and from 1990 to 2010, 
respectively, for each of 142 countries.  

One number is in boldface in the Stata output below for easy 
reference. 
 

 
. summarize r_1990_10 r_1970_90 
 

Variable |        Obs        Mean    Std. Dev.       Min        Max 
-------------+--------------------------------------------------------- 
   r_1990_10 |        142    .0215697    .0169006  -.0328348   .0693116 
   r_1970_90 |        142    .0135592    .0261719   -.079102   .0780859 
 
 
. regress r_1990_10 r_1970_90; 
 
      Source |       SS           df       MS      Number of obs   =       142 
-------------+----------------------------------   F(1, 140)       =     11.79 
       Model |   .00312832         1   .00312832   Prob > F        =    0.0008 
    Residual |  .037145489       140  .000265325   R-squared       =    0.0777 
-------------+----------------------------------   Adj R-squared   =    0.0711 
       Total |  .040273808       141   .00028563   Root MSE        =    .01629 
 
------------------------------------------------------------------------------ 
   r_1990_10 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
   r_1970_90 |   .1799742   .0524136     3.43   0.001     .0763498    .2835987 
       _cons |   .0191294   .0015406    12.42   0.000     .0160835    .0221753 
------------------------------------------------------------------------------ 
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Supplement for Question (8): Consider a 2023 paper “The Evolution of Work from Home” published in the Journal of 
Economic Perspectives. It analyzes survey data from the United States. Consider Table 2 below and an excerpt from the 
article where the authors discuss the results in Table 2. In Table 2 some results are in boldface for easy reference. 

Excerpt (pp. 33-34): We find that people with children work from home at higher rates. Table 2 develops 
this point more fully, drawing on data from the Survey of Working Arrangements and Attitudes (Barrero et 
al. 2020–2023). All specifications control for five-year age bins and month fixed effects. The coefficient on 
“Female” in Column (2) says that full days worked from home (as a percent of all paid workdays) are 1.0 
percentage points higher for women than men, the omitted group. The other coefficient in Column (2) says 
that full days worked from home are 4.5 percentage points higher for workers who live with children under 
14. Column (3) adds a term to capture the interaction between “Female” and “Children under 14.” The –2.3 
coefficient on this term is statistically significant at the 5 percent level. In other words, living with children is 
associated with a larger marginal increase in work-from-home intensity for men than women. The 
coefficient on the main effect for “Children under 14” is now 5.5 percentage points. Finally, when we add 
controls for the worker’s education, industry, and occupation in Columns (4) and (5), we continue to find 
higher work-from-home rates among those who live with children. The results in Columns (4) and (5) also 
confirm that education is a powerful predictor of work-from-home intensity. (Here, the omitted group is 
persons with no postsecondary education.) However, the coefficients on the main and interaction effects 
for women are no longer statistically significant.  
 

Table 2. How Work-from-Home Rates Covary with Individual Characteristics 
 Full days worked at home as percent of paid workdays 
 (1) (2) (3) (4) (5) 
1(Female) 0.9* 

(0.5) 
1.0** 
(0.5) 

1.9*** 
(0.6) 

-0.2 
(0.6) 

0.6 
(0.6) 

1(Lives with child under 14)  4.5*** 
(0.5) 

5.5*** 
(0.7) 

2.6*** 
(0.7) 

1.6** 
(0.7) 

1(Female)  1(Lives with child under 14)   -2.3** 
(1.0) 

-0.0 
(0.9) 

0.5 
(0.9) 

1(one to three years of college)    7.0*** 
(0.7) 

5.1*** 
(0.6) 

1(four-year college degree)    16.5*** 
(0.6) 

11.4*** 
(0.7) 

1(Graduate degree)    19.1*** 
(0.7) 

13.4*** 
(0.8) 

      
Industry and occupation fixed effects     Y 𝑛  48,244 48,244 48,244 48,244 48,244 𝑅ଶ  0.01 0.01 0.01 0.04 0.11 

Notes: We use data from the Survey of Working Arrangements and Attitudes (Barrero et al. 2020–2023) covering 
October 2021 to October 2022 (inclusive) and regress full days worked at home as percent of paid workdays on 
indicators for sex, for whether the respondent lives with a child under 14, and education categories. All columns 
include monthly survey wave fixed effects, and fixed effects for five-year age bins (e.g. 25 to 29, 30 to 34, etc.). 
1(. . .) denotes the indicator function. The sample includes respondents who worked during the reference week, 
pass our attention-check questions, and have non-missing data on occupation and industry of the current or 
most recent job. We report standard errors in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. 

 



Sample mean:  𝑋ത = ∑ ௫సభ      Sample variance:  𝑠ଶ = ∑ ሺ௫ିതሻమసభିଵ = ∑ ௫మసభିଵ − ൫∑ ௫సభ ൯మ(ିଵ)      Sample s.d.:  𝑠 = √𝑠ଶ 

Sample coefficient of variation:  𝐶𝑉 = ௦ത     Sample covariance:  𝑠௫௬ = ∑ (௫ିത)(௬ିത)సభ ିଵ = ∑ ௫௬సభିଵ − ൫∑ ௫సభ ൯൫∑ ௬సభ ൯(ିଵ)   

Sample interquartile range:  𝐼𝑄𝑅 = 𝑄3 − 𝑄1     Sample coefficient of correlation:  𝑟 = ௦ೣ௦ೣ௦ = ∑ ௭ೣ௭సభିଵ  

 

Addition rule:  𝑃(𝐴 𝑜𝑟 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 𝑎𝑛𝑑 𝐵)     Conditional probability:  𝑃(𝐴|𝐵) = ( ௗ )()        

Complement rules:  𝑃(𝐴) = 𝑃(𝐴ᇱ) = 1 − 𝑃(𝐴)     𝑃(𝐴|𝐵) = 𝑃(𝐴ᇱ|𝐵) = 1 − 𝑃(𝐴|𝐵)      

Multiplication rule:  𝑃(𝐴 𝑎𝑛𝑑 𝐵) = 𝑃(𝐴|𝐵)𝑃(𝐵) = 𝑃(𝐵|𝐴)𝑃(𝐴)      
 
Expected value:  𝐸ሾ𝑋ሿ = 𝜇 = ∑ 𝑥𝑝(𝑥) ௫      Variance:  𝑉ሾ𝑋ሿ = 𝐸ሾ(𝑋 − 𝜇)ଶሿ = 𝜎ଶ = ∑ (𝑥 − 𝜇)ଶ𝑝(𝑥) ௫  

Covariance:  𝐶𝑂𝑉ሾ𝑋,𝑌ሿ = 𝐸ሾ(𝑋 − 𝜇)(𝑌 − 𝜇)ሿ = 𝜎 = ∑ ∑ (𝑥 − 𝜇)(𝑦 − 𝜇)𝑝(𝑥,𝑦) ௬ ௫  
 
Laws of expected value:               Laws of variance:           Laws of covariance:   𝐸ሾ𝑐ሿ = 𝑐                   𝑉ሾ𝑐ሿ = 0           𝐶𝑂𝑉ሾ𝑋, 𝑐ሿ = 0      𝐸ሾ𝑋 + 𝑐ሿ = 𝐸ሾ𝑋ሿ + 𝑐                 𝑉ሾ𝑋 + 𝑐ሿ = 𝑉ሾ𝑋ሿ          𝐶𝑂𝑉ሾ𝑎 + 𝑏𝑋, 𝑐 + 𝑑𝑌ሿ = 𝑏𝑑 ∗ 𝐶𝑂𝑉[𝑋,𝑌]           𝐸[𝑐𝑋] = 𝑐𝐸[𝑋]                   𝑉[𝑐𝑋] = 𝑐ଶ𝑉[𝑋]    𝐸[𝑎 + 𝑏𝑋 + 𝑐𝑌] = 𝑎 + 𝑏𝐸[𝑋] + 𝑐𝐸[𝑌]        𝑉[𝑎 + 𝑏𝑋 + 𝑐𝑌] = 𝑏ଶ𝑉[𝑋] + 𝑐ଶ𝑉[𝑌] + 2𝑏𝑐 ∗ 𝐶𝑂𝑉[𝑋,𝑌] 
                                                                              𝑉[𝑎 + 𝑏𝑋 + 𝑐𝑌] = 𝑏ଶ𝑉[𝑋] + 𝑐ଶ𝑉[𝑌] + 2𝑏𝑐 ∗ 𝑆𝐷(𝑋) ∗ 𝑆𝐷(𝑌) ∗ 𝜌 
                                                                                     where 𝜌 = 𝐶𝑂𝑅𝑅𝐸𝐿𝐴𝑇𝐼𝑂𝑁[𝑋,𝑌] 

 
Combinatorial formula:  𝐶௫ = !௫!(ି௫)!     Binomial probability:  𝑝(𝑥) = !௫!(ି௫)! 𝑝௫(1 − 𝑝)ି௫      for 𝑥 = 0,1,2, … ,𝑛  
If 𝑿 is Binomial  (𝑋~𝐵(𝑛,𝑝))  then  𝐸[𝑋] = 𝑛𝑝  and  𝑉[𝑋] = 𝑛𝑝(1 − 𝑝) 
 

If 𝑿 is Uniform  (𝑋~𝑈[𝑎,𝑏])  then 𝑓(𝑥) = ଵି  and  𝐸[𝑋] = ାଶ   and  𝑉[𝑋] = (ି)మଵଶ  

 
Sampling distribution of 𝑿ഥ: Sampling distribution of 𝑷: Sampling distribution of (𝑷𝟐 − 𝑷𝟏): 𝜇ത = 𝐸[𝑋ത] = 𝜇  𝜇 = 𝐸ൣ𝑃൧ = 𝑝  𝜇మିభ = 𝐸ൣ𝑃ଶ − 𝑃ଵ൧ = 𝑝ଶ − 𝑝ଵ 𝜎തଶ = 𝑉[𝑋ത] = ఙమ   𝜎ଶ = 𝑉ൣ𝑃൧ = (ଵି)   𝜎మିభଶ = 𝑉ൣ𝑃ଶ − 𝑃ଵ൧ = మ(ଵିమ)మ + భ(ଵିభ)భ  𝜎ത = 𝑆𝐷[𝑋ത] = ఙ√  𝜎 = 𝑆𝐷ൣ𝑃൧ = ට(ଵି)  𝜎మିభ = 𝑆𝐷ൣ𝑃ଶ − 𝑃ଵ൧ = ටమ(ଵିమ)మ + భ(ଵିభ)భ  

 
Sampling distribution of (𝑿ഥ𝟏 − 𝑿ഥ𝟐), independent samples: Sampling distribution of (𝑿ഥ𝒅), paired (𝒅 = 𝑿𝟏 − 𝑿𝟐): 𝜇തభିതమ = 𝐸[𝑋തଵ − 𝑋തଶ] = 𝜇ଵ − 𝜇ଶ    𝜇ത = 𝐸[𝑋തௗ] = 𝜇ଵ − 𝜇ଶ 𝜎തభିതమଶ = 𝑉[𝑋തଵ − 𝑋തଶ] = ఙభమభ + ఙమమమ     𝜎തଶ = 𝑉[𝑋തௗ] = ఙమ = ఙభమାఙమమିଶ∗ఘ∗ఙభ∗ఙమ   𝜎തభିതమ = 𝑆𝐷[𝑋തଵ − 𝑋തଶ] = ටఙభమభ + ఙమమమ     𝜎ത = 𝑆𝐷[𝑋തௗ] = ఙ√ = ටఙభమାఙమమିଶ∗ఘ∗ఙభ∗ఙమ  



Inference about a population proportion: 𝒛 test statistic:  𝑧 = ିబටబ(భషబ)       CI estimator:  𝑃 ±  𝑧ఈ ଶ⁄  ට(ଵି)  
 
Inference about comparing two population proportions: 𝒛 test statistic under Null hypothesis of no difference:  𝑧 = మିభටುഥ(భషುഥ)భ ାುഥ(భషುഥ)మ       Pooled proportion:  𝑃ത = భାమభାమ   
CI estimator:  (𝑃ଶ − 𝑃ଵ) ± 𝑧ఈ/ଶටమ(ଵିమ)మ + భ(ଵିభ)భ  

 
Inference about the population mean: 𝒕 test statistic:  𝑡 = തିఓబ௦/√      CI estimator:  𝑋ത ± 𝑡ఈ/ଶ  ௦√     Degrees of freedom: 𝜈 = 𝑛 − 1 

 
Inference about a comparing two population means, independent samples, unequal variances: 

𝒕 test statistic: 𝑡 = (തభିതమ)ିబඨೞభమభାೞమమమ
      CI estimator: (𝑋തଵ − 𝑋തଶ) ± 𝑡ఈ ଶ⁄ ට௦భమభ + ௦మమమ   

Degrees of freedom: 𝜈 = ቆೞభమభାೞమమమቇమభభషభቆೞభమభቇమା భమషభቆೞమమమቇమ 

 
Inference about a comparing two population means, independent samples, assuming equal variances: 

𝒕 test statistic:  𝑡 = (തభିതమ)ିబඨೞమభାೞమమ      CI estimator:  (𝑋തଵ − 𝑋തଶ) ± 𝑡ఈ ଶ⁄ ට௦మభ + ௦మమ     Degrees of freedom: 𝜈 = 𝑛ଵ + 𝑛ଶ − 2 

Pooled variance:  𝑠ଶ = (భିଵ)௦భమା(మିଵ)௦మమభାమିଶ  

 
Inference about a comparing two population means, paired data:  (𝑛 is number of pairs and 𝑑 = 𝑋ଵ − 𝑋ଶ) 𝒕 test statistic:  𝑡 = ௗതିబ௦ √⁄      CI estimator:  𝑋തௗ ± 𝑡ఈ ଶ⁄ ௦√      Degrees of freedom: 𝜈 = 𝑛 − 1 

 
 
SIMPLE REGRESSION: 
 
Model: 𝑦 = 𝛽 + 𝛽ଵ𝑥 + 𝜀     OLS line:  𝑦ො = 𝑏 + 𝑏ଵ𝑥      𝑏ଵ = ௦ೣ௦మೣ = 𝑟 ௦௦ೣ      𝑏 = 𝑌ത − 𝑏ଵ𝑋ത      

Coefficient of determination:  𝑅ଶ = (𝑟)ଶ     Residuals:  𝑒 = 𝑦 − 𝑦ො 
Standard deviation of residuals:  𝑠 = ටௌௌாିଶ = ට∑ (ି)మసభିଶ      Standard error of slope:  𝑠. 𝑒. (𝑏ଵ) = 𝑠భ = ௦ට(ିଵ)௦మೣ 



 
Inference about the population slope: 𝒕 test statistic:  𝑡 = భିఉభబ௦..(భ)     CI estimator:  𝑏ଵ ± 𝑡ఈ ଶ⁄ 𝑠. 𝑒. (𝑏ଵ)     Degrees of freedom:  𝜈 = 𝑛 − 2 

Standard error of slope:  𝑠. 𝑒. (𝑏ଵ) = 𝑠భ = ௦ට(ିଵ)௦మೣ 

 
Prediction interval for 𝒚 at given value of 𝒙 (𝒙𝒈):  

𝑦ො௫ ± 𝑡ఈ ଶ⁄ 𝑠ඨ1 + ଵ + ൫௫ିത൯మ(ିଵ)௦మೣ      or   𝑦ො௫ ± 𝑡ఈ ଶ⁄ ට൫𝑠. 𝑒. (𝑏ଵ)൯ଶ൫𝑥 − 𝑋ത൯ଶ + ௦మ + 𝑠ଶ      

Degrees of freedom:  𝜈 = 𝑛 − 2 
 
Confidence interval for predicted mean at given value of 𝒙 (𝒙𝒈): 

  𝑦ො௫ ± 𝑡ఈ ଶ⁄ 𝑠ඨଵ + ൫௫ିത൯మ(ିଵ)௦మೣ      or     𝑦ො௫ ± 𝑡ఈ ଶ⁄ ට൫𝑠. 𝑒. (𝑏ଵ)൯ଶ൫𝑥 − 𝑋ത൯ଶ + ௦మ      Degrees of freedom:  𝜈 = 𝑛 − 2 

 
 
SIMPLE & MULTIPLE REGRESSION:  
 
Model: 𝑦 = 𝛽 + 𝛽ଵ𝑥ଵ + 𝛽ଶ𝑥ଶ + ⋯+ 𝛽𝑥 + 𝜀  𝑆𝑆𝑇 = ∑ (𝑦 − 𝑌ത)ୀଵ ଶ = 𝑆𝑆𝑅 + 𝑆𝑆𝐸     𝑆𝑆𝑅 = ∑ (𝑦ො − 𝑌ത)ୀଵ ଶ     𝑆𝑆𝐸 = ∑ 𝑒ୀଵ ଶ = ∑ (𝑦 − 𝑦ො)ୀଵ ଶ 𝑠௬ଶ = ௌௌ்ିଵ     𝑀𝑆𝐸 = ௌௌாିିଵ     𝑅𝑜𝑜𝑡 𝑀𝑆𝐸 = ට ௌௌாିିଵ     𝑀𝑆𝑅 = ௌௌோ       

𝑅ଶ = ௌௌோௌௌ் = 1 − ௌௌாௌௌ்     𝐴𝑑𝑗.𝑅ଶ = 1 − ௌௌா (ିିଵ)⁄ௌௌ் (ିଵ)⁄ = ቀ𝑅ଶ − ିଵቁ ቀ ିଵିିଵቁ   

Residuals:  𝑒 = 𝑦 − 𝑦ො     Standard deviation of residuals:  𝑠 = ට ௌௌாିିଵ = ට∑ (ି)మసభିିଵ  

 
Inference about the overall statistical significance of the regression model: 𝐹 = ோమ/(ଵିோమ)/(ିିଵ) = (ௌௌ்ିௌௌா)/ௌௌா/(ିିଵ) = ௌௌோ/ௌௌா/(ିିଵ) = ெௌோெௌா   

Numerator degrees of freedom:  𝜈ଵ =  𝑘     Denominator degrees of freedom:  𝜈ଶ = 𝑛 − 𝑘 − 1 
 
Inference about the population slope for explanatory variable j: 𝒕 test statistic:  𝑡 = ೕିఉೕబ௦್ೕ      CI estimator:  𝑏 ± 𝑡ఈ/ଶ𝑠ೕ       Degrees of freedom:  𝜈 = 𝑛 − 𝑘 − 1 

Standard error of slope:  𝑠. 𝑒. ൫𝑏൯ = 𝑠ೕ  (for multiple regression, must be obtained from technology) 
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