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This exam includes these 10 pages plus the Supplement. There are 8 questions (some with multiple parts) with 
varying point values worth a total of 120 points. You are responsible for turning in all 10 pages of this exam 
and for writing your name and identifying information above before the end of the exam. 

The Supplement is 12 pages and contains graphs, tables, and other information needed to answer some of the 
exam questions as well as the aid sheets (formula sheets and Normal, ݐ and ܨ statistical tables). Anything 
written on the Supplement will NOT be graded. Once the exam begins, carefully detach the Supplement.  

Write your answers clearly, completely and concisely in the designated space provided immediately after each 
question. An answer guide for your response ends each question: it is underlined so you do not miss it. It lets 
you know what is expected: for example, a quantitative analysis (which shows your work and reasoning), a 
fully-labelled graph, and/or sentences. Anything requested by the question and/or guide is required. If the 
answer guide does not request sentences, provide only what is requested (e.g. quantitative analysis). For 
questions with multiple parts (e.g. (a) – (c)), attempt each part even if you have trouble with some. Be careful 
with parts marked [No partial credit]: your answer and work must be completely correct.  

Your entire answer must fit in the designated space provided immediately after each question. No extra 
space/pages are possible. You cannot use blank space for other questions nor can you write answers on the 
Supplement. Write in PENCIL and use an ERASER as needed. This way you can make sure to fit your final 
answer (including work and reasoning) in the appropriate space. Most questions give more blank space than is 
needed to answer. Follow the answer guides and avoid excessively long answers.  



(1) [10 pts] At some universities, all incoming students write an entrance test. Results can be reported as 
scores (e.g. total points earned) or as percentiles. For example, a student could be told that s/he scored 162 
out of 250 possible points or that s/he is at the 55.38th percentile. Regardless of whether scores are skewed, 
bi-modal, or Normal, the percentile results follow the Uniform distribution, taking values between 0 and 100. 
Suppose all incoming students are randomly assigned to dormitories. For a dormitory with 38 students, what is 
the probability that the average percentile result is above 64? Answer with a quantitative analysis and illustrate 
the probability with a fully-labelled graph of the sampling distribution of the sample mean. 

  



(2) See the Supplement for Question (2): Big Mac Prices in China. 

(a) [6 pts] Fully interpret both the OLS intercept and slope coefficients in the Excel regression output. Write 
interpretations that would be clear to someone who has not read the Supplement. Answer with 2 precise 
sentences that specify the units of measurement and clearly explain what those two numbers mean in a 
practical sense.  

 

 

 

 

 

 

 

 

 

(b) [6 pts] If the variable t were measured in years, not months, since June 2005, what would the equation for 
the OLS line be? For example, if instead of a value of 19 months, t took a value of 1.5833 years. Also, would the ܴଶ be higher, lower or the same? Explain your answers. Answer with an OLS equation using standard notation 
and 2 – 3 sentences. 

 

 

 

 

 

 

  



(c) [6 pts] Find the number 4.30887E-17 in the Excel output labelled “ANOVA” under “Significance F.” Is that 
number extremely huge or extremely tiny? Why should someone just looking at a scatter diagram (of local 
price versus t) expect such an extreme number? Which conclusion does this extreme number support? What is 
the relevant null hypothesis stated in words, not formal notation?  Answer with 3 – 4 sentences. 

 

 

 

 

 

 

 

 

 

 

 

(d) [8 pts] Imagine an isolated data-entry mistake: the local price in June 2005 is recorded as 19.50 instead of 
10.50. Would this data-entry mistake create an outlier? What effect, if any, would this mistake have on the 
number 0.448771056 under “Regression Statistics” in the Excel output? Explain why 0.448771056 would go up, 
down or remain the same, making sure to include its units of measurement and what that number measures in 
a practical sense. Answer with 4 – 5 sentences. 

 

  



(3) See the Supplement for Question (3): Learning by Doing in Automobile Manufacturing. 

(a) [5 pts] Fully interpret the number -0.289, which appears in Table 1, Column (1), Panel A. Write an 
interpretation that would be clear to someone who has not read the Supplement. Answer with 1 precise 
sentence that clearly explains what that number means in a practical sense.  

 

 

 

 

 

 
(b) [3 pts] How many regressions are reported in Table 1? Which of these correspond to Figure 2? Answer with 
a number of regressions and the column number and panel that goes with Figure 2. 

 

 

 

 
(c) [3 pts] By the last time period of the available data, approximately how many cars had the manufacturer 
produced in total during the study period? Answer with a number and your work. [No partial credit] 

 

 

 

(d) [5 pts] Compute the 99% confidence interval estimate of the learning rate using the results in Table 1, 
Column (2), Panel A. Answer with a quantitative analysis. 

 

  



(e) [6 pts] Table 1 reports the usual test of statistical significance for each coefficient at a 5% significance level 
(in other words, the statistical test that standard software packages, like Excel, automatically conduct). All are 
marked with a “*” as being statistically significant. For the “*” next to 0.007 in Column (2), Panel A, what are: 
the formal hypotheses being tested, the value of the test statistic, and the relevant critical value(s)? Answer 
with formal hypotheses in standard notation and the other requested values. 

 

 

 

 

 

 

 

 

(f) [8 pts] Consider Column (2), Panel A of Table 1. What does the positive coefficient on the time trend mean? 
Would it still be positive if the cumulative production variable were dropped? (In other words, if this empirical 
model lnሺܦ௧ሻ = ߙ + ߛ ∗ ݐ +  ௧ were estimated instead.) Explain. Justify your answer by referencing relevantߝ
evidence from the Supplement for Question (3). Answer with 3 – 5 sentences. 

 

 

 

 



(4) See the Supplement for Question (4): Pilots and Fuel Efficient Flights. 

(a) [14 pts] After the experiment, is there a difference between the control group and the combined treatment 
groups (i.e. all three treatment groups combined)? Include a quantitative measure of the strength of the 
evidence. Is the difference statistically significant? If so, at which significance levels? Is the point estimate of 
the difference economically significant (in other words, is it far enough from zero that the airline and policy 
makers should be interested)? Answer with formal hypotheses in standard notation, a quantitative analysis, 
the P-value, and 2 – 4 sentences. 

 

  



(b) [3 pts] Levitt and List (2011) discuss the “Hawthorne Effect” where people change their behavior simply 
because they know they are being studied by researchers. There is strong evidence of the Hawthorne Effect in 
this study: the captains in the control group had their efficiency improve by about the same amount as those 
in the treatment groups when we compare the period before the experiment with the period after the 
experiment. This is true even though the researchers didn’t do any intervention for the pilots in the control 
group (other than tell them they were being monitored). Hence, it makes sense to look at the last column of 
Table 4 that combines all four groups. Correctly fill in the FOUR blanks below. [No partial credit] 

According  to  Table  4,  the  percent  of  ALL  flights  (i.e.  flights  by  any  of  the  captains) 

that  are  efficient  is  _______  percent  before  the  experiment  versus  _______  percent  after  the 

experiment.  This  is  a  _______  percentage  point  increase  and  a  _______  percent  increase. 

 
(5) [4 pts] Suppose air pollution – measured by the Air Pollution Index (API) – across days in a city is Normally 
distributed with a mean of 75 and a standard deviation of 20. For a randomly selected day, what is the 
probability that the API is between 100 and 120? Answer with a number and your work. [No partial credit] 

 

 

 

 

 

 

(6) [4 pts] A charity is engaged in a fundraising campaign. Each day volunteers contact a fresh set of potential 
donors. The amount of money raised each day is independent of the other days. Suppose the expected amount 
of money raised per day is $20,000 with a standard deviation of $15,000. What is the standard deviation of 
the total amount raised over 10 days? Answer with a number and your work. [No partial credit] 

 

  



(7) See the Supplement for Question (7): Mortality Inequality. 

(a) [3 pts] Consider ܯ௧ = 1.31 + 0.015 ܲ ܲ௧ − 0.45 ܻܴ2010௧ − 0.009 ܻܴ2010௧ ∗ ܲ ܲ௧ , where ܯ௧ is the 
predicted three-year mortality rate per 1,000 population, ܲ ܲ௧ is the poverty percentile, ܻܴ2010௧  is a dummy 
variable equal to 1 for the year 2010 and 0 otherwise, and ݅ indexes the county groups and ݐ the year. Which 
age range (0-4, 5-19, 20-49, or 50+) and which sex (female or male) does the given OLS equation correspond 
to? Answer with the age range and sex. [No partial credit] 

 

(b) [3 pts] For the same age range and sex as Part (a), find ܾ, ܾଵ, ܾଶ, and ܾଷ in an alternative specification: ܯ௧ = ܾ + ܾଵ ܲ ܲ௧ + ܾଶ ܻܴ1990௧ + ܾଷ ܻܴ1990௧ ∗ ܲ ܲ௧ , where ܻܴ1990௧ is a dummy variable equal to 1 
for the year 1990. Answer with an equation with numbers replacing ܾ, ܾଵ, ܾଶ, and ܾଷ. [No partial credit] 

 

 

(c) [10 pts] Look carefully at the figure for females 50 years old and older. In the appendix, the authors report 
the slopes: for 1990 it is 0.098 and for 2010 it is 0.158. They also report a P-value of 0.032 for a test of a 
difference in slopes. For females 50 years old and older, what can we conclude about changes in mortality 
rates and changes in mortality inequality between 1990 and 2010? Also, what makes this group different from 
the other seven groups (i.e. males of all ages and females below 50)? Explain clearly, accurately and at a level 
that a reader of The Economist could understand (plain English). Answer with 4 – 6 sentences. 

 

  



(8) See the Supplement for Question (8): Risky Mortgage Securities and the 2008 Financial Crisis.  

(a) [4 pts] Consider the “perfectly uncorrelated” scenario and two events defined as: “the first mortgage 
defaults” and “the second mortgage defaults.” Are these two events mutually exclusive (i.e. disjoint)? Are 
these two events independent? Are these two events both mutually exclusive and independent? Answer with 
2 – 3 sentences. 

 

 

 

 

 

 

 

(b) [9 pts] Show the work for computing each of the five probabilities listed under the column entitled “If 
defaults are perfectly uncorrelated” in Table 1. Answer with a quantitative analysis. 
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This Supplement contains graphs, tables, and other information needed to answer some of the exam questions as well 
as the aid sheets (formula sheets and Normal, ݐ and ܨ statistical tables). For each question directing you to this 
Supplement, carefully review all relevant materials. Remember, only your answers written on the exam papers (in the 
designated space immediately after each question) will be graded. Any writing on this Supplement will not be graded. 

 
Supplement for Question (2): The Economist produces “The Big Mac 
Index” (http://www.economist.com/content/big-mac-index) using data 
from various sources. Part of those data1 are reproduced to the 
right, showing the price of a Big Mac hamburger in China between 
June 2005 and January 2017. For each reported time period, it shows 
the local price, which is in Chinese Yuan ¥.  

The Excel regression output, given below, shows a regression of the 
local price on the time period measured by t, which is the number of 
months since June 2005.  

 

 

 

 

 

 

 
 
Excel regression output: 

Regression Statistics  
Multiple R 0.988610503  
R Square 0.977350727  
Adjusted R Square 0.97615866  
Standard Error 0.448771056  
Observations 21  

 
ANOVA   

  df SS MS F Significance F 
Regression 1 165.1199148 165.1199148 819.8790298 4.30887E-17 
Residual 19 3.826513751 0.201395461  
Total 20 168.9464286  
    

  Coefficients Standard Error t Stat P-value Lower 95% Upper 95% 
Intercept 9.818475368 0.191868507 51.17293888 8.03224E-22 9.416889968 10.22006077 
t 0.06467537 0.002258728 28.63352982 4.30887E-17 0.059947797 0.069402943 

                                                            
1 http://infographics.economist.com/2017/databank/BMFile2000toJan2017.xls, retrieved on February 17, 2017. 

year month t country local_price 
2005 June 0 China 10.50 
2006 January 7 China 10.50 
2006 May 11 China 10.50 
2007 January 19 China 11.00 
2007 June 24 China 11.00 
2008 June 36 China 12.50 
2009 July 49 China 12.50 
2010 January 55 China 12.50 
2010 July 61 China 13.20 
2011 July 73 China 14.65 
2012 January 79 China 15.40 
2012 July 85 China 15.65 
2013 January 91 China 16.00 
2013 July 97 China 16.00 
2014 January 103 China 16.60 
2014 July 109 China 16.90 
2015 January 115 China 17.20 
2015 July 121 China 17.00 
2016 January 127 China 17.60 
2016 July 133 China 18.60 
2017 January 139 China 19.60 
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Supplement for Question (3): Consider the 2013 paper “Toward an Understanding of Learning by Doing: Evidence from 
an Automobile Assembly Plant” from the Journal of Political Economy (DOI: 10.1086/671137). They use extensive data at 
the daily level for an automobile manufacturer that started production of completely redesigned vehicles.  

EXCERPT (pp. 653 - 654): Figure 1 plots the average number of defects per car by week. When production begins in mid-
August, average defect rates were around 75 per car. Eight weeks later, they had fallen by two-thirds, to roughly 25 defects 
per car. These strong initial learning effects are consistent with findings in the broader literature on learning by doing.  

 

The researchers start with this simple empirical model of the learning process:  ln(ܦ௧) = ߙ + ߚ ln(ܧ௧) +  ௧ߝ

where ݐ indexes either a day or a week, ܦ௧ is the average defects per car in a time period, and ܧ௧  is the production 
experience up to that point (cumulative production). The researchers use the natural logarithm (which they abbreviate 
either as log or ln) to transform the original data. They also explore an alternative model that includes a time trend: ln(ܦ௧) = ߙ + ߚ ln(ܧ௧) + ߛ ∗ ݐ +  ௧ߝ

where ݐ is a variable measuring the number of time periods since the start of production. 

EXCERPT (p. 655): Table 1 shows the results of estimating these specifications with our sample. Panel A contains the results 
from specifications using weekly data (average defect rates over the week and production experience at the week’s outset); 
Panel B shows results obtained using daily observations. [Next is an excerpt of Table 1, slightly modified for clarity.] 

 
Supplement for Question (3) continues on next page >>>>> 

Figure 1:  Average defect rates per car. The figure plots the average number of production defects 
per car by week over the production year. Weeks are labeled on the horizontal axis; for example, 
W34/Y1 indicates the thirty-fourth calendar week of calendar year 1 (the production spanned two 
calendar years, from August of year 1 to June of year 2). 
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Supplement for Question (3), cont’d: 

Table 1: Estimates of Learning By Doing
 (1) (2) 
 Panel A. Weekly Data 

Estimated learning rate, ߚመ  -0.289*
(0.007) 

-0.336* 
(0.017) 

Time trend  0.007* 
(0.002) 

Observations 47 47 ܴଶ 0.961 0.969 
 Panel B. Daily Data

Estimated learning rate, ߚመ  -0.306*
(0.006) 

-0.369* 
(0.014) 

Time trend  0.001* 
(0.0002) 

Observations 224 224 ܴଶ 0.931 0.943 
Notes: Column (1) in both panels shows estimation results for ln(ܦ௧) = ߙ + ߚ ln(ܧ௧) + ௧ߝ , where ܦ௧ is the average 
defects per car in time period ݐ and ܧ௧ is production experience up to that point: cumulative number of cars produced 
before the current period. Column (2) in both panels shows estimation results for ln(ܦ௧) = ߙ + ߚ ln(ܧ௧) + ߛ ∗ ݐ +   .௧ߝ
Heteroskedasticity-robust standard errors are in parentheses.  * Significant at the 5 percent level. 

 

EXCERPT (p. 656): The simple empirical model fits the data very well at both frequencies, with the ܴଶ of the weekly and 
daily specifications at 0.961 and 0.931, respectively. This fit can also be seen in Figure 2, which plots the logged average 
defect rate against cumulative production in the daily data. 

 

  
Figure 2:  Log defects per car versus log production experience (cumulative output), daily data. 
The figure plots daily data on the (logged) average number of production defects per car versus 
(logged) cumulative production. Cumulative production is the cumulative number of cars 
produced before the day of observation.
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Supplement for Question (4): Consider a 2016 NBER Working Paper “A New Approach to an Age-Old Problem: 
Solving Externalities by Incenting Workers Directly,” updated in 2017 (http://www.lse.ac.uk/GranthamInstitute/wp-
content/uploads/2017/01/Working-paper-262-Gosnell-et-al.pdf). The authors partnered with Virgin Atlantic Airways to 
conduct an experiment with their captains and their co-pilots. The goal is to identify effective ways to get captains to 
improve their fuel efficiency. There are three stages of a flight: (1) pre-flight, (2) in-flight, and (3) post-flight. Captains 
make choices that affect fuel efficiency in all three stages. Prior to working with these researchers, the airline, like 
others in the industry, did not give its captains and co-pilots any feedback on how fuel-efficient they were. In the 
field experiment, each of the 335 Virgin Atlantic Airways captains is randomly assigned to one of four groups: 

 Control Group (“Control”): Each captain continued not to receive any feedback about her/his fuel-efficiency, 
but is informed that fuel-efficiency is now being monitored for all pilots. 

 Treatment Group 1 (“Information”): At the end of each month each captain receives a report saying which 
percent of her/his flights met the fuel-efficiency targets.  

 Treatment Group 2 (“Targets”): In addition to monthly reports, each captain gets personalized targets 
(based on fuel-efficiency before the experiment) and monthly feedback on how well s/he is meeting 
them. 

 Treatment Group 3 (“Prosocial”): In addition to monthly reports and personalized targets, each captain 
also raises money for her/his favorite charity by meeting her/his personalized targets. 

The researchers conclude that all four methods are highly effective in improving fuel efficiency. Further, because 
these methods are low-cost, they conclude that targeting individual workers is important for reducing firms’ 
negative externalities and for fighting climate change.  

We focus on one of the three stages of a flight and an in-flight efficiency variable (which they call a “metric”). 

EXCERPT (pp. 8 – 9): The Efficient Flight metric captures whether captains use less fuel during flight than is allotted in the 
flight plan. We use this metric to understand whether captains have made fuel-efficient choices between takeoff and 
landing. This measure incorporates several in-flight behaviors, such as requesting and executing optimal altitudes and 
shortcuts from air traffic control, maintaining ideal speeds, and optimally adjusting to en route weather updates. 
[Sometimes] captains sacrifice fuel efficiency [for safety reasons], so we would not expect even a “model” captain to 
perform this metric on 100% of flights. In our analysis, Efficient Flight equals 1 if the captain does not exceed the projected 
fuel use for that flight, and 0 otherwise. 
 

Table 4: Proportion of Efficient Flights by Group and by Time Period 

 Control Treatment 1 
“Information” 

Treatment 2 
“Targets” 

Treatment 3 
“Prosocial” All Captains 

Before Experiment 0.311 
5,258 obs. 

0.314
5,429 obs. 

0.313
5,070 obs. 

0.312 
5,140 obs. 

0.312
20,897 obs. 

During Experiment 0.476 
3,321 obs. 

0.503
3,330 obs.

0.528
3,016 obs. 

0.510 
3,258 obs. 

0.504
12,925 obs. 

After Experiment 0.548 
2,140 obs. 

0.521
2,120 obs. 

0.536
1,867 obs. 

0.525 
2,063 obs. 

0.533
8,190 obs. 

Notes: The table reports the proportion of flights for which captains in a given group achieved an Efficient Flight. Also 
reported are the number of observations (flights) from which the summary statistics are calculated. 
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Supplement for Question (7): On May 14, 2016 The Economist posted “Looking up: The link between income and 
mortality rates is weakening.” It includes the figure below with the title “Lower, flatter, better.”  

 

The y-axis is the three-year mortality rate per 1,000 population.2 The source is a 2016 article “Mortality Inequality: 
The Good News from a County-Level Approach” in the Journal of Economic Perspectives (doi=10.1257/jep.30.2.29). 
The excerpt shows how the economists who conducted the original research interpreted the top half of the figure.  

EXCERPT (p. 40): [The figure] shows three-year mortality rates at the level of county groups, with counties ranked by the 
share of their population below the poverty line, for males and females in four different age groups. In these figures, each 
marker shows the mortality rate for a bin representing 5 percent of the US population in the relevant year. A slope that 
becomes steeper over time implies increasing inequality and vice versa.  

[The figure] shows dramatic reductions in mortality among children aged zero to four between 1990 and 2010. Overall, the 
reductions in under-five mortality were much greater in poorer counties than in richer ones, and slightly larger for males than 
for females. For example, the under-five mortality rate for males fell from 4.5 per 1,000 in 1990 to 2.4 per 1,000 in the 
poorest counties, compared to a decline from 2.4 to 1.3 per 1,000 in the richest counties over the same period. Among 
children aged 5 to 19, there were large reductions in mortality for males, with more modest reductions for females (from 
already low levels). Once again, reductions were larger in poorer counties, implying significant reductions in mortality 
inequality.  

                                                            
2 Page 37 explains: “the three-year mortality rate in 1990 is the ratio of all deaths that occurred in a cohort [sex and age group] 
between April 1, 1990, and March 31, 1993, divided by the 1990 Census population count [for that sex and age group].” 
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Supplement for Question (8): Consider a 2012 book The Signal and the Noise: Why So Many Predictions Fail – but 
Some Don’t by Nate Silver. The excerpt below is taken from a chapter on the 2008 financial crisis and how major 
rating agencies gave AAA ratings, signalling the safest investments, to risky and complicated securities called 
collateralized debt obligations (CDOs). The excerpt has been abbreviated and clarified in places. Also, to assist your 
reading, the key sentences have been underlined. Make sure to note the underlined sentences and Table 1 below. 

EXCERPT (pp. 26 – 28): CDOs are collections of mortgage debt. Imagine you have a set of five mortgages, each of which you 
assume has a 5 percent chance of defaulting. You can create a number of bets based on the status of these mortgages, each 
of which is progressively more risky. 

The safest of these bets, what I’ll call the Alpha Pool, pays out unless all five of the mortgages default. The riskiest, the Epsilon 
Pool, leaves you on the hook if any of the five mortgages defaults. Then there are other steps along the way. 

Why might an investor prefer making a bet on the Epsilon Pool to the Alpha Pool? That’s easy – because it will be priced more 
cheaply to account for the greater risk. But say you’re a risk-averse investor, such as a pension fund. If you’re going to buy 
anything, it will be the Alpha Pool, which will assuredly be rated AAA. 

The Alpha Pool consists of five mortgages, each of which has only a 5 percent chance of defaulting. You lose the bet only if all 
five actually do default. What is the risk of that happening? 

Actually, that is not an easy question – and therein lies the problem. The assumptions you choose will yield profoundly 
different answers. If you make the wrong assumptions, your model may be extraordinarily wrong. 

One assumption is that each mortgage is independent of the others. In this scenario, your risks are well diversified: if a 
carpenter in Cleveland defaults on his mortgage, this will have no bearing on whether a dentist in Denver does. Under this 
scenario, the risk of losing your bet would be exceptionally small (0.00003%). This supposed miracle of diversification is how 
the rating agencies claimed that a group of subprime mortgages that had just a B+ credit rating on average – which would 
ordinarily imply more than a 20 percent chance of default – had almost no chance of defaulting when pooled together. 

The other extreme is to assume that the mortgages, instead of being entirely independent of one another, will all behave 
exactly alike. That is, either all five mortgages will default or none will. There’s a 5 percent chance that all the mortgages will 
default – making your bet 160,000 times riskier than you had thought originally. 

Table 1: Simplified CDO Structure

  PROBABILITY OF LOSING BET 

Bet Rules 

If defaults are 
perfectly 

uncorrelated 

If defaults are 
perfectly 

correlated 
Risk 

multiple 

Alpha Pool Bet wins unless all 5 mortgages default 0.00003% 5.0% 160,000x

Beta Pool Bet wins unless exactly 4 of 5 mortgages default 0.003% 5.0% 1,684x

Gamma Pool Bet wins unless exactly 3 of 5 mortgages default 0.1% 5.0% 44x

Delta Pool Bet wins unless exactly 2 of 5 mortgages default 2.1% 5.0% 2.3x

Epsilon Pool Bet wins unless any of 5 mortgages default 22.6% 5.0% 0.2x
 
Which of these assumptions is more valid will depend on economic conditions. If the economy and the housing market are 
healthy, the first scenario – the five mortgages have nothing to do with one another – might be a reasonable approximation. 
Defaults are going to happen from time to time because of unfortunate events: someone gets hit with a huge medical bill, or 
they lose their job. However, one person’s default risk won’t have much to do with another’s. 

But suppose instead that there is some common factor that ties the fate of these homeowners together. For instance: there 
is a massive housing bubble that has caused home prices to rise by 80 percent without any tangible improvement in 
fundamentals. Now you’ve got trouble: if one borrower defaults, the rest might succumb to the same problem. The risk of 
losing your bet has increased by orders of magnitude.  
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Sample mean:  തܺ = ∑ ௫సభ      Sample variance:  ݏଶ = ∑ (௫ିത)మసభିଵ = ∑ ௫మసభିଵ − ൫∑ ௫సభ ൯మ(ିଵ)      Sample s.d.:  ݏ =  ଶݏ√

Sample coefficient of variation:  ܸܥ = ௦ത     Sample covariance:  ݏ௫௬ = ∑ (௫ିത)(௬ିത)సభ ିଵ = ∑ ௫௬సభିଵ − ൫∑ ௫సభ ൯൫∑ ௬సభ ൯(ିଵ)   

Sample interquartile range:  ܴܳܫ = ܳ3 − ܳ1     Sample coefficient of correlation:  ݎ = ௦ೣ௦ೣ௦ = ∑ ௭ೣ௭సభିଵ  

 

Addition rule:  ܲ(ܤ ݎ ܣ) = (ܣ)ܲ + (ܤ)ܲ − (ܤ|ܣ)ܲ  :Conditional probability     (ܤ ݀݊ܽ ܣ)ܲ = ( ௗ )()        

Complement rules:  ܲ(ܣ) = (ᇱܣ)ܲ = 1 − (ܤ|ܣ)ܲ     (ܣ)ܲ = (ܤ|ᇱܣ)ܲ = 1 −       (ܤ|ܣ)ܲ

Multiplication rule:  ܲ(ܤ ݀݊ܽ ܣ) = (ܤ)ܲ(ܤ|ܣ)ܲ =       (ܣ)ܲ(ܣ|ܤ)ܲ
 
Expected value:  ܧ[ܺ] = ߤ = ∑  ௫(ݔ)ݔ      Variance:  ܸ[ܺ] = ܺ)]ܧ − [ଶ(ߤ = ଶߪ = ∑ ݔ) −  ௫(ݔ)ଶ(ߤ  

Covariance:  ܸܱܥ[ܺ, ܻ] = ܺ)]ܧ − ܻ)(ߤ − [(ߤ = ߪ = ∑ ∑ ݔ) − ݕ)(ߤ − ,ݔ)(ߤ  ௬ ௫(ݕ  
 
Laws of expected value:               Laws of variance:           Laws of covariance:   ܧ[ܿ] = ܿ                   ܸ[ܿ] = ,ܺ]ܸܱܥ           0 ܿ] = ܺ]ܧ      0 + ܿ] = [ܺ]ܧ + ܿ                 ܸ[ܺ + ܿ] = ܽ]ܸܱܥ          [ܺ]ܸ + ܾܺ, ܿ + ܻ݀] = ܾ݀ ∗ ,ܺ]ܸܱܥ [ܺܿ]ܧ           [ܻ = [ܺܿ]ܸ                   [ܺ]ܧܿ = ܿଶܸ[ܺ]    ܧ[ܽ + ܾܺ + ܻܿ] = ܽ + [ܺ]ܧܾ + ܽ]ܸ        [ܻ]ܧܿ + ܾܺ + ܻܿ] = ܾଶܸ[ܺ] + ܿଶܸ[ܻ] + 2ܾܿ ∗ ,ܺ]ܸܱܥ ܻ] 
                                                                              ܸ[ܽ + ܾܺ + ܻܿ] = ܾଶܸ[ܺ] + ܿଶܸ[ܻ] + 2ܾܿ ∗ (ܺ)ܦܵ ∗ (ܻ)ܦܵ ∗  ߩ
                                                                                     where ߩ = ,ܺ]ܱܰܫܶܣܮܧܴܴܱܥ ܻ] 

 
Combinatorial formula:  ܥ௫ = !௫!(ି௫)!     Binomial probability:  (ݔ) = !௫!(ି௫)! ௫(1 − ݔ ି௫     for( = 0,1,2, … , ݊  
If ࢄ is Binomial  (ܺ~ܤ(݊, [ܺ]ܧ  then  (( = [ܺ]ܸ  and  ݊ = 1)݊ −  (
 

If ࢄ is Uniform  (ܺ~ܷ[ܽ, ܾ])  then ݂(ݔ) = ଵି  and  ܧ[ܺ] = ାଶ   and  ܸ[ܺ] = (ି)మଵଶ  
 
 
Sampling distribution of ࢄഥ: Sampling distribution of ࡼ: Sampling distribution of (ࡼ − തߤ :(ࡼ = ]ܧ തܺ] = ߤ  ߤ = ൣܧ ܲ൧ = మିభߤ   = ൣܧ ܲଶ − ܲଵ൧ = ଶ − തଶߪ ଵ = ܸ[ തܺ] = ఙమ ଶߪ   = ܸൣ ܲ൧ = (ଵି) మିభଶߪ   = ܸൣ ܲଶ − ܲଵ൧ = మ(ଵିమ)మ + భ(ଵିభ)భ തߪ  = ]ܦܵ തܺ] = ఙ√  ߪ = ൣܦܵ ܲ൧ = ට(ଵି) మିభߪ  = ൣܦܵ ܲଶ − ܲଵ൧ = ටమ(ଵିమ)మ + భ(ଵିభ)భ  

 
Sampling distribution of (ࢄഥ − ࢊ) paired ,(ࢊഥࢄ) ഥ), independent samples: Sampling distribution ofࢄ = ࢄ − തభିതమߤ :(ࢄ = ]ܧ തܺଵ − തܺଶ] = ଵߤ − തߤ    ଶߤ = ]ܧ തܺௗ] = ଵߤ − തభିതమଶߪ ଶߤ = ܸ[ തܺଵ − തܺଶ] = ఙభమభ + ఙమమమ     ߪതଶ = ܸ[ തܺௗ] = ఙమ = ఙభమାఙమమିଶ∗ఘ∗ఙభ∗ఙమ തభିതమߪ   = ]ܦܵ തܺଵ − തܺଶ] = ටఙభమభ + ఙమమమ     ߪത = ]ܦܵ തܺௗ] = ఙ√ = ටఙభమାఙమమିଶ∗ఘ∗ఙభ∗ఙమ  
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Inference about a population proportion: ࢠ test statistic:  ݖ = ିబටబ(భషబ)       CI estimator:  ܲ ± ఈݖ  ଶ⁄  ට(ଵି)  
 
Inference about comparing two population proportions: ࢠ test statistic under Null hypothesis of no difference:  ݖ = మିభටುഥ(భషುഥ)భ ାುഥ(భషುഥ)మ       Pooled proportion:  തܲ = భାమభାమ   

CI estimator:  ( ܲଶ − ܲଵ) ± ఈ/ଶටమ(ଵିమ)మݖ + భ(ଵିభ)భ  

 
Inference about the population mean: ࢚ test statistic:  ݐ = തିఓబ௦/√      CI estimator:  തܺ ± ఈ/ଶݐ  ௦√     Degrees of freedom: ߥ = ݊ − 1 

 
Inference about a comparing two population means, independent samples, unequal variances: 

ݐ :test statistic ࢚ = (തభିതమ)ିబඨೞభమభାೞమమమ
      CI estimator: ( തܺଵ − തܺଶ) ± ఈݐ ଶ⁄ ට௦భమభ + ௦మమమ   

Degrees of freedom: ߥ = ቆೞభమభାೞమమమቇమ
భభషభቆೞభమభቇమା భమషభቆೞమమమቇమ 

 
Inference about a comparing two population means, independent samples, assuming equal variances: 

ݐ  :test statistic ࢚ = (തభିതమ)ିబඨೞమభାೞమమ
     CI estimator:  ( തܺଵ − തܺଶ) ± ఈݐ ଶ⁄ ට௦మభ + ௦మమ     Degrees of freedom: ߥ = ݊ଵ + ݊ଶ − 2 

Pooled variance:  ݏଶ = (భିଵ)௦భమା(మିଵ)௦మమభାమିଶ  

 
Inference about a comparing two population means, paired data:  (݊ is number of pairs and ݀ = ଵܺ − ܺଶ) ࢚ test statistic:  ݐ = ௗതିబ௦ √⁄      CI estimator:  തܺௗ ± ఈݐ ଶ⁄ ௦√      Degrees of freedom: ߥ = ݊ − 1 

 
 
SIMPLE REGRESSION: 
 
Model: ݕ = ߚ + ݔଵߚ + ොݕ  :     OLS lineߝ = ܾ + ܾଵݔ      ܾଵ = ௦ೣ௦మೣ = ݎ ௦௦ೣ      ܾ = തܻ − ܾଵ തܺ      

Coefficient of determination:  ܴଶ = ଶ     Residuals:  ݁(ݎ) = ݕ −  ොݕ
Standard deviation of residuals:  ݏ = ටௌௌாିଶ = ට∑ (ି)మసభିଶ      Standard error of slope:  ݏ. ݁. (ܾଵ) = భݏ = ௦ට(ିଵ)௦మೣ 



The pages of this supplement will not be graded: write your answers on the exam papers.     Supplement: Page 9 of 12 

Inference about the population slope: ࢚ test statistic:  ݐ = భିఉభబ௦..(భ)     CI estimator:  ܾଵ ± ఈݐ ଶ⁄ .ݏ ݁. (ܾଵ)     Degrees of freedom:  ߥ = ݊ − 2 

Standard error of slope:  ݏ. ݁. (ܾଵ) = భݏ = ௦ට(ିଵ)௦మೣ 

 
Prediction interval for ࢟ at given value of (ࢍ࢞) ࢞:  

ො௫ݕ ± ఈݐ ଶ⁄ ඨ1ݏ + ଵ + ൫௫ିത൯మ(ିଵ)௦మೣ      or   ݕො௫ ± ఈݐ ଶ⁄ ට൫ݏ. ݁. (ܾଵ)൯ଶ൫ݔ − തܺ൯ଶ + ௦మ +       ଶݏ

Degrees of freedom:  ߥ = ݊ − 2 
 
Confidence interval for predicted mean at given value of (ࢍ࢞) ࢞: 

ො௫ݕ   ± ఈݐ ଶ⁄ ඨଵݏ + ൫௫ିത൯మ(ିଵ)௦మೣ      or     ݕො௫ ± ఈݐ ଶ⁄ ට൫ݏ. ݁. (ܾଵ)൯ଶ൫ݔ − തܺ൯ଶ + ௦మ      Degrees of freedom:  ߥ = ݊ − 2 

 
 
SIMPLE & MULTIPLE REGRESSION:  
 
Model: ݕ = ߚ + ଵݔଵߚ + ଶݔଶߚ + ⋯ + ݔߚ + ߝ  ܵܵܶ = ∑ ݕ) − തܻ)ୀଵ ଶ = ܴܵܵ + ܴܵܵ     ܧܵܵ = ∑ ොݕ) − തܻ)ୀଵ ଶ     ܵܵܧ = ∑ ݁ୀଵ ଶ = ∑ ݕ) − ො)ୀଵݕ ଶ ݏ௬ଶ = ௌௌ்ିଵ     ܧܵܯ = ௌௌாିିଵ     ܴܧܵܯ ݐ = ට ௌௌாିିଵ     ܴܵܯ = ௌௌோ       

ܴଶ = ௌௌோௌௌ் = 1 − ௌௌாௌௌ்     ݆݀ܣ. ܴଶ = 1 − ௌௌா (ିିଵ)⁄ௌௌ் (ିଵ)⁄ = ቀܴଶ − ିଵቁ ቀ ିଵିିଵቁ   

Residuals:  ݁ = ݕ − ݏ  :ො     Standard deviation of residualsݕ = ට ௌௌாିିଵ = ට∑ (ି)మసభିିଵ  

 
Inference about the overall statistical significance of the regression model: ܨ = ோమ/(ଵିோమ)/(ିିଵ) = (ௌௌ்ିௌௌா)/ௌௌா/(ିିଵ) = ௌௌோ/ௌௌா/(ିିଵ) = ெௌோெௌா   

Numerator degrees of freedom:  ߥଵ =  ݇     Denominator degrees of freedom:  ߥଶ = ݊ − ݇ − 1 
 
Inference about the population slope for explanatory variable j: ࢚ test statistic:  ݐ = ೕିఉೕబ௦್ೕ      CI estimator:  ܾ ± ೕݏఈ/ଶݐ       Degrees of freedom:  ߥ = ݊ − ݇ − 1 

Standard error of slope:  ݏ. ݁. ൫ ܾ൯ = ೕݏ  (for multiple regression, must be obtained from technology) 
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