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COURSE DESPRIPTION 
 
This course covers methods and applications in economic theory. This year we will focus 
on topics and econometric methods that are at the core of the new empirical industrial 
organization and empirical microeconomics. We have divided the course into two parts. 
The first part of the course will last eight weeks. This part will focus on the estimation of 
estimation of demand, the estimation of production functions, and the estimation of 
single-agent finite horizon decision problems). The second part of the course will focus 
on the estimation of causal effects in empirical microeconomics: average treatment effect, 
local average treatment, and marginal treatment effect. Both parts will be taught by 
Professor Serrano 
 
The course will emphasize the interactions between economic theory and empirical 
methods rather than focusing just on the statistical analysis.  There will be no textbook, 
the course will be based on published and working papers.  We have organized the course 
in five parts (see main references below).  We expect you to participate in the class 
discussion of these papers. 
 
LECTURES 
 
There will be two hours of lectures every week.  Wed 10.10am-12pm. Room SS2120 
 
 
COMPUTATION 
 
Undergraduate, MA and PhD students must be familiar with statistical packages like 
Stata or SAS. Basic computer programming skills in MATLAB (or R, etc.) may be useful 
for MA and PhD students (or be prepared learn it during the semester).  



There will be teaching assistant, who may provide an introduction to Stata and Matlab. 
The introduction will go over from topics such as how to start with Matlab to value 
function iteration. 
 
If you plan to apply for a PhD program and/or are interested in empirical work, then you 
should seriously consider learning a computational language as soon as possible. 
 
 
EVALUATION 
 
The final grade will be based on three problem sets (45%), a term test (20%) and a final 
exam (35%). Students are strongly encouraged to collaborate on problem sets.  However, 
students should write the final answer to the problem sets on their own, and submit them 
individually.  Students must acknowledge the help of classmates and others by citing 
their names in the problem sets.  Problem sets submitted within one 24h after the deadline 
will receive 50% of the points.  Problem sets submitted 24h after the deadline or more 
will receive zero points. 
 
 
CONTENTS OF THE COURSE 
 

1. Estimation of demand functions / differentiated products. Instrumental variables 
and the role of simulation (3 weeks) 

 
2. Estimation of production functions. Simultaneity and endogenous firm exit (2 

weeks) 
 

3. Estimation of single agents’ finite horizon decision problems and simulation 
methods  (3 weeks) 
 

4. Estimation of causal effects. Recent applications of ATE, LATE and MTE 
estimators in the economics of innovation and empirical microeconomics (3-4 
weeks) 
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