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Abstract

In the (one-sided) matching problem, objects are allocated to agents with-
out monetary transfers, based on agents’ preferences. However, agents may
not always know, a priori, their preferences over the objects, because they
do not have enough information. In this context, I try to answer the ques-
tion: How should a benevolent planner optimally reveal information to the
agents to maximize welfare, in an environment where agents have no private
information to start with? As a benchmark, I first show that when using
any of the standard strategyproof ordinal mechanisms, such as Deferred Ac-
ceptance, Serial Dictatorship, Random Priority or Top Trading Cycle, letting
each agent know his true ordinal ranking over the objects is almost never a
social welfare-maximizing information policy. By way of a partial solution, I
then propose a simple signal I call the Object Recommendation (OR) Signal.
Under independent agent priors satisfying a mild regularity condition, I show
that, when agents’ a priori relative preferences over the objects are “not too
strong”, the OR Signal, used together with any of the aforementioned stan-
dard mechanisms, not only maximizes welfare, but achieves first-best, i.e. the
unconstrained maximum total ex-ante welfare.

1 Introduction

1.1 Motivation

Consider the problem of allocating a set of objects among a set of agents with-
out monetary transfers, commonly known as the matching/object allocation prob-
lem. Examples of such a setting include school choice,college admissions, house
allocation, allocation of tasks across employees etc. In such settings it is common
for participants to have imperfect information about their own preferences over the
choices on offer. While mechanism design techniques have been extensively applied
to improve welfare in these contexts, traditional models usually assume that agents
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have perfect information about their own preferences. Hence the usual notions of
efficiency and welfare maximization commonly used in the matching literature fail in
environments where participants are not sure about their own preferences. Recog-
nizing this issue of imperfect information in the context of school choice, Glazerman
et al. (2018) note that “If confusion [regarding the information on schools] results in
uninformed decision-making then parents might not select schools that best fit their
children’s needs and the possible benefits of school choice could be undermined.”
Gallup (2017)’s 2017 survey found if they had to do it over again, the majority
of Americans (51 %) who pursued a postsecondary education would change their
degree type, institution or major - indicating the lack of the effective information
available at the time of admissions to colleges.

In this paper, we analyze the standard object allocation problem - but assume
that the agents do not know their true preferences over objects. A benevolent planner
designs a test to optimally reveal information to agents about their preferences, in
order to maximize social welfare, while also ensuring truth-telling by them after they
have taken the revealed information into account.

It is perhaps intuitive to conjecture, that any loss of welfare arising out of the
particularities of the informational setting must be mainly due to agents not know-
ing their own preferences well enough. For example, Chen and He (2017) - who
demonstrate that students typically overpay for information in school choice in a
lab setting - echo this intuition by suggesting that education authorities can im-
prove welfare by “providing more information” to students, because this would save
“socially wasteful costs of information acquisition”. In this context, I first fully char-
acterize the conditions under which the (arguably) most intuitive information policy
- giving each agent full information about his preference - is optimal (Proposition 1).
I then use this characterization to show that for any (non-constant) ordinal mech-
anism, full information provision is suboptimal for any generic prior distribution,
and also, if the mechanism is strategyproof (e.g. popular mechanisms like Deferred
Acceptance, Serial Dictatorship, Random Priority, Top Trading Cycles etc.) and
the prior has full support it is never optimal to reveal full information about their
own preferences to the agents (Theorem 1).

Several possibilities arise when the aforementioned full support assumption is
relaxed, which gives rise to optimality of the full information signal in various spe-
cialized domains. For example, when there are just two objects (with potentially
multiple copies) and the setting is dichotomous - i.e. objects can only be accept-
able or unacceptable to agents (Bogomolnaia and Moulin, 2004; Bogomolnaia et al.,
2005) - full information is a welfare-maximizing signal to use, as long as the (ordinal)
mechanism used is strategyproof and efficient (Proposition 7). The ordinal rank-
value preference domain - a cardinal domain of preferences where each ordinal rank
is associated with a unique value regardless of the object occupying that rank in any
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agent’s ordinal preference ranking (Featherstone, 2011, 2014) - offers yet another
avenue for possibilities with the full information signal. Turns out, in any ordinal
rank-value domain, under an independent and uniform prior, any pointwise welfare
maximizing mechanism is incentive compatible, and therefore the full information
signal is optimal (Proposition 8).

As a natural next step suggested by the main negative result, I then investigate
the optimal information policy, for a special case - when First Best, i.e. the pointwise
maximum aggregate welfare, is achievable. I introduce a simple and intuitive signal,
which consists of simply recommending each agent to pick the object the planner
would most like him to pick under the pointwise aggregate welfare maximizing al-
location. I call this signal the Object Recommendation (OR) signal. I show that
the OR signal can be seen as the canonical signal characterizing implementability
of the First Best by the Agent-Proposing Deferred Acceptance mechanism when
objects have no priorities over agents, which is also the same as the Random Serial
Dictatorship mechanism (Theorem 2).

In the cases considered in this paper, the OR signal works through a simple
process - by making each agent’s recommended object his most-preferred object, a
posteriori. Naturally, it is not possible to implement this for all priors. Priors for
which this is possible are said to satisfy the posterior top property. I show that
when agents are symmetric, a four-way equivalence holds between the posterior
top property and implementability of First Best by Serial Dictatorship, Random
Serial Dictatorship and any ordinal mechanism satisfying a property I call “weak
efficiency” - the mild efficiency criterion which requires that whenever it is feasible
to allocate every agent his most-preferred object, it is allocated (Proposition 2).

However, the posterior top property is an endogenously defined property of the
prior. Hence, subsequently I go on to provide conditions on the primitives which
deliver implementability of the First Best by the large class of weakly efficient mech-
anisms. First, I consider the case of two objects, to build intuition, which I later
generalize to the case of any finite set of objects. An additional canonical feature of
the OR signal becomes salient in case of two objects. I show that First Best is imple-
mentable by any weakly efficient mechanism if and only if the prior is such that, the
OR signal can reverse each agent’s prior preference, whenever it is necessary to do
so for aggregate welfare maximization (Proposition 3). Interestingly, if agents are,
in addition, symmetric, the OR signal is equivalent to telling the agents their rank
in the realized distribution of the agents’ relative preferences over the two objects
(Lemma 3), and always weakly improves welfare over not providing any information
to agents (Proposition 4). Taken together, these two insights tell us that in the sym-
metric case, telling agents only their ranks in the relative-preference distribution is
always better than not revealing any information and can sometimes (depending on
the prior) achieve the highest possible aggregate welfare. Hence, these findings pro-
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vide a welfare-based possible explanation of the ubiquity of rank-based information
policies observed in practice.

Finally, I generalize the above insights from the two-object case to the case of
any finite set of objects, and provide sufficient conditions on the priors for first best
to be implementable by any weakly efficient ordinal mechanism. In particular, under
a mild regularity condition on the prior, I show that when agents have independent
preferences and do not have “too strong” a priori preferences over the objects, the
OR signal implements first best for any weakly efficient mechanism (Theorem 3).

Several extensions are considered, in which I show that the main results presented
in this paper are robust to different specifications of the planner’s objective function
(Proposition 5), restricting the set of priors to independent priors (Theorem 1’ in
Section 5.2) and restricting the set of possible allocations (Corollary 5) etc. The
implications of jointly designing the mechanism and information structure are also
considered (Section 5.5). I conclude by discussing avenues for future research.

1.2 Related literature

To the best of my knowledge, the current paper is the first to consider informa-
tion design as a tool to improve welfare in the context of the matching problem.
It contributes to the vast theoretical literature on matching in which it is typically
assumed that agents know their preferences perfectly (Gale and Shapley (1962),
Roth and Sotomayor (1992), Abdulkadiroğlu and Sönmez (2003), Bogomolnaia and
Moulin (2001)). A relatively small part of this theoretical literature does investi-
gate the role of incomplete information in matching settings. The incompleteness of
information about one’s own preferences in these models arise mainly from interde-
pendence of values, either across the two sides of the market or within (Bikhchandani
(2014), Lazarova and Dimitrov (2017), Liu et al. (2014), Chakraborty et al. (2010)).
In recent times the school choice and college admissions literature has started ac-
knowledging the role of imperfect private information in these settings even without
interdependence. Examples of works in this category include Corcoran et al. (2018),
Grenet et al. (2019), Bade (2015), Noda (2021), Chen and He (2017), and Immorlica
et al. (2020). However, the focus of this literature has been mainly on the case where
information acquisition is a strategic choice by agents and therefore on types of infor-
mation flows incentivized by popular school choice/college admission mechanisms,
rather than on strategic information provision by a benevolent designer.

While the emphasis of the above literature has been on providing agents more
information, some of the applied literature does find what is theoretically expected -
that in matching settings, capacity constraints may diminish the potential positive
impact of providing agents with more information at both an individual (Neilson
et al., 2019) and societal level (Sagaceta, 2020). Using a field experiment and sim-
ulations, Neilson et al. (2019) show that, while more information shifts parents’
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choices towards better schools - capacity constraints play an important role in re-
ducing the impact of this informational intervention. Sagaceta (2020) studies the
effects of implementing an AI-based recommendation algorithm within the Chilean
school choice system. The goal of the algorithm is to recommend to each family the
school that is predicted to be the best fit for their child, based on a range of factors.
Unsurprisingly, the author finds, based on simulations, that this intervention has a
negative impact on the utilitarian social welfare, which, the author explains, is the
result of increased competition created by more informed agents.

Related to the above, our paper also speaks to the literature on “smart” rec-
ommender systems in the context of public services. Recommender systems are
algorithms which use the observable attributes of items and/or users to generate
personalized recommendations (Almazro et al., 2010).1 Recommender systems are
ubiquitious in e-commerce applications such as Netflix and Amazon (Gomez-Uribe
and Hunt, 2015; Linden et al., 2003). But studies of their potential use in the con-
text of public services - especially those involving economic applications - have been
limited in number (Cortés-Cediel et al., 2017). Sagaceta (2020) is a notable ex-
ception. As described, most of this literature - including Sagaceta (2020) - focuses
on improving the quality of recommendations at an individual level. Our paper
provides an economic theory-based foundation for designing such recommendation
systems with a welfarist goal.

Lastly, this paper contributes to the literature on applications of information
design in games. The literature on information design - arguably launched by Ka-
menica and Gentzkow (2011)’s influential paper - studies the strategic revelation
of information to agents by a designer, to further her own objectives. Bergemann
and Morris (2016) takes Kamenica and Gentzkow (2011)’s framework for the single-
agent problem to games, and formulates a Myersonian approach to Bayes Nash
information design. This approach is based on a notion of correlated equilibrium
under incomplete information - called Bayes correlated equilibrium (BCE) - which
characterizes all possible Bayes Nash equilibrium outcomes that could arise under
all information structures. Notable applications of this approach include Taneva
(2019), who uses the above approach to study symmetric games in a binary setting.
The current paper adds to the extensive literature on applications of information de-
sign in strategic settings which has subsequently developed, e.g. in voting (Alonso
and Câmara (2016),Chan et al. (2019)), dynamic bank runs (Ely (2017)); stress
testing (Inostroza and Pavan (2018)); auctions (Bergemann et al. (2017)); contests
(Zhang and Zhou (2016)) etc.

1Specifically, this is what is known as content-based recommender systems.
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1.3 Is more information always good? An Example

Let us consider an example where two objects, a and b, are to be allocated
between two agents, 1 and 2, where each agent is supposed to be assigned exactly
one object. Suppose the allocation mechanism used is Agent Proposing Deferred
Acceptance (Gale and Shapley, 1962) where both the objects have higher priority
for agent 1 than 2. Therefore this mechanism is equivalent to a Serial Dictatorship
(SD) (Abdulkadiroğlu and Sönmez, 1998) where agent 1 is the dictator. Agents
have i.i.d. preference distributions - the utility from object b is normalized to 0 and
that from object a is distributed uniformly in [−1, 1], so agents know ex-ante that
they are equally likely to prefer a over b or b over a. Let uij denote agent i’s utility
from object j, i ∈ {1, 2}, j ∈ {a, b}.

Clearly, the expected utility from object a is equal to zero, which is the utility
from object b. Hence, ex-ante both agents 1 and 2 are indifferent between the
two objects. Under such an indifferent preference profile, depending on the tie-
breaking rules of the mechanism, one of the two possible assignments is chosen,
either {a→ 1, b→ 2} or {b→ 1, a→ 2}, where j → i indicates object j is assigned
to agent i, i ∈ {1, 2}, j ∈ {a, b}. No matter which one is chosen, the ex-ante
aggregate welfare is = E(u1a + u2b) = E(u2a + u1b) = 0.

If agents are given full information about their own preferences, the four ordinal
preference profiles and corresponding interim aggregate welfare outcomes which can
arise under the SD mechanism are depicted in Figure 1. For example, in the bottom
left square, where both agents have a negative utility from object a with probability
one, and therefore prefer b over a, the allocation is {b→ 1, a→ 2} under SD because
1 is the dictator. 1 gets a utility of zero from b, and 2 gets an average utility of −0.5
from a in this scenario. Therefore interim aggregate welfare for joint preferences
lying in the bottom left square in the figure is −0.5. The corresponding quantities
for the other three regions are calculated analogously. Due to the four regions being
equally likely, the ex-ante aggregate welfare is 1

4 × (0.5 + 0.5 + 0.5− 0.5) = 1
4 .
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Figure 1: The X-axis (resp. Y-axis) plots agent 1’s (resp. 2’s) utility from object a, coded
red (resp. blue). The four tables depict the four joint ordinal preference profiles which
can arise, in their corresponding cardinal preference regions. The circled object names
indicate the allocations under agent 1’s dictatorship (SD) for each of these profiles. The
numerical quantities at the bottom of each of the squares indicate the interim aggregate
welfare conditional on the joint preferences lying in that region.

What does the planner ideally want? If possible, she wants to implement the
point-wise welfare maximizing allocation at every realized preference profile. That
is, if possible, she wants the allocation {a→ 1, b→ 2} to be implemented whenever
u1a + u2b ≥ u2a + u1b i.e. u1a ≥ u2a (∵ u1b = u1b = 0), and the allocation
{b→ 1, a→ 2} to be implemented whenever u1a + u2b ≤ u2a + u1b i.e. u1a ≤ u2a.

Now consider the “rank threshold” information policy indicated in Figure 2,
which only reveals to the agents their rank in the empirical distribution of {uia}i,
i.e. only whether u1a ≥ u2a or u2a ≥ u1a. When the dictator, agent 1, knows his rank
is 1, his posterior expected value for a is E(u1a|u1a ≥ u2a;u1a, u2a

i.i.d.∼ U [−1, 1]) =
0.5 > 0. Therefore a posteriori he prefers a over b, and hence picks a under SD, so
the allocation is {a → 1, b → 2} (The upper triangle in Figure 2). Analogously if
agent 1’s rank is 2 he prefers b in posterior, and picks b, so the allocation becomes
{b→ 1, a→ 2} (The lower triangle in Figure 2). Therefore this information policy
achieves the maximum possible ex-ante aggregate welfare, which is strictly greater
than that under full information: 1

2 × (0.5 + 0.5) = 1
2 >

1
4 .
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Figure 2: Instead of their respective ordinal preferences, agents are only informed if their
joint preference lies in the upper (resp. lower) triangular region, where u2a ≥ u1a (resp.
u1a ≥ u2a). The resulting allocations under SD in each of the two regions are given in curly
brackets. The numerical quantities in the bottom in each of the two triangular regions
indicates interim aggregate welfare.

The above example might give the impression that while full information need not
be optimal, we could expect it to at least improve welfare over the fully uninformative
scenario. In section 3 we provide an example which shows this is not necessarily the
case.

2 Model

2.1 Notation

All sets considered in this paper are subsets of topological spaces with their
standard topologies, wherever applicable, and endowed with the Borel σ-algebra.
For any such set X, we use B(X) to denote the Borel σ-algebra on X and ∆X to
denote the set of all Borel probability measures over X, endowed with the weak-*
topology. 1X(·) denotes the indicator function indicating inclusion in the set X.

2.2 Setting

Ours is a standard model of object allocation without transfer, with cardinal
preferences of agents (see Hylland and Zeckhauser (1979), more recently He et al.
(2018) etc.), with the additional feature that agents only know the joint distribution
of their cardinal preferences, rather than the preferences themselves. Formally, we
consider an economy, Γ = {H, I, Q, µ}, where:
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(i) H = {h}mh=1 is a set of objects.
(ii) I = {i}ni=1 is a set of agents (each referred to by he), each of whom is to be

allocated exactly one object in total.
(iii) Q = [qh]h∈H is a capacity vector, and qh ∈ N is the number of copies of

object h,∀h ∈ H. We assume ∑
h
qh = n, i.e. there is exactly one copy (of any

object) for each agent. This is mainly for simplicity - almost all of our main results
go through without this assumption, as discussed in Section 6.

(iv) Let ui,h denote agent i’s utility from object h. ui ≡ agent i’s utility vector.
Each agent’s i’s utility vector lies in the compact set Ui ⊂ Rm

+ . The joint utility
space is U ≡ ×iUi ⊂ Rm×n

+ . The typical element of U is denoted by u. uis are
distributed with joint prior distribution µ over U , assumed atomless. µ is common
knowledge.

The cardinal preference profile u - unknown to the agents - is sometimes referred
to as the state.

In addition, objects may have a set of priorities (potentially weak) over the
agents. We suppress this notation in the definition of the economy as this plays no
role in our analysis.

Agents are expected utility maximizers. Let Ri represent agent i’s ordinal rank-
ing over objects, where Pi represents a strict ranking. Let Ri denote the set of
all possible ordinal rankings over H. R ≡ (Ri, R−i) denotes an ordinal preference
profile of all agents. Let R denote the set of all possible ordinal preference profiles
over H, with P denoting that of all possible strict ordinal preference profiles.

For all ui ∈ conv Ui (resp. u ∈ conv U) - where conv denotes the convex
hull of any set - we use R(ui) (resp. R(u)) to denote the unique ordinal ranking
(profile) consistent with the utility vector ui (resp. profile u). Conversely, we use
Ui(Ri) (resp. U(R)) to denote the set of utility vectors (resp. profiles) consistent
with the ordinal ranking (resp. profile) Ri (resp. R).

2.3 Mechanisms

Let D denote the set of all possible deterministic allocations of the copies of
objects among the agents, subject to feasibility conditions. Each allocation x ∈
D (resp. ∆D) is represented by an H × I matrix with entries in {0, 1} (resp. [0, 1]).
The i-th column of x represents the allocation of agent i - i.e. xij gives agent i’s
probability of getting assigned object j ∈ {1, · · · ,m} under allocation x. Hence
feasibility conditions imply that for all x ∈ D, xij = 1{i is allocated j under allocation x},
and for all x ∈ ∆D, ∑

j∈H
xij = 1 ∀ i, ∑

i∈I
xih = qh ∀ h. For deterministic allocations

p ∈ D, we use p̂i ∈ H to denote the object received by agent i under the allocation
p.

Let Mi be the space of allowable reports for agent i, which are used as inputs
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to the allocation mechanism. Let M = ×iMi be the space of joint reports. A
mechanism is a mapping p : M → ∆D, which maps joint reports of agents to
distributions over outcomes. For example, for ordinal mechanisms2 Mi = Ri, for
cardinal onesMi = Ui etc.

We use pi(M) ∈ ∆H to denote the vector indicating the lottery over objects
which agent i receives under mechanism p when the joint report is m ∈ M. Anal-
ogously as above, if the allocation under mechanism p at joint report m is deter-
ministic, i.e. p(m) ∈ D, we use p̂i(m) ∈ H to denote the object received by agent i
under the joint report m.

Wherever appropriate we use the notation p(m) · u (respectively pi(m) · ui) to
denote the aggregate (respectively agent i’s) expected utility when the joint report
is m ∈ M under allocation mechanism p, and the agents’ utility profile is u ∈ U .
∴ p(m) · u = ∑

i∈I
pi(m) · ui.

In line with the convention in the literature, we call a mechanism strategyproof
if it is dominant strategy incentive compatible.

We use (p, µ) to denote the basic game (Bergemann and Morris, 2016) - the set of
possible reportsM, the common prior µ over U and the payoff functions - induced
by the mechanism p under prior µ.

2.4 Principal’s problem

The objective of the principal (she) is to maximize the society’s aggregate wel-
fare, as captured by the utilitarian welfare function - the sum of the expected utilities
of the agents. This particular functional form is used only for ease of exposition.
Most of our analysis and main results go through even when we replace the princi-
pal’s objective function with any increasing function of the agents’ interim expected
utilities satisfying a mild condition, as discussed in Section 5.1.

We assume the mechanism p ∈ ∆DM to be exogenously fixed. Therefore it is
without loss of generality to restrict attention to recommendation signals (Berge-
mann and Morris, 2016; Taneva, 2019), i.e. signals which directly recommend agents
to make specific reports to the mechanism. Therefore we assume, without loss of
generality, that the signal space isM.

A signal is a distribution over messages in M for each state u, chosen by the
principal. Because this distribution depends on the state, it conveys information
about the state, without necessarily fully revealing it. As an information designer,
the goal of the principal is to use optimally chosen signals to steer agents towards
joint actions she wants them to take.

In general signal realizations are assumed to be private - i.e. each agent observes
2Ordinal mechanisms are allocation mechanisms which use agents’ reported ordinal rankings

over objects as opposed to the cardinal strengths of their preferences over these objects.
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only his recommendation and not those of others. We relax this assumption for
particular cases in Section 4.

As mentioned before, we restrict attention to recommendation signals, so the in-
centive condition the principal’s signal needs to satisfy is that - each agent must find
it in his best interests to follow the principal’s recommendations. This means, his
expected utility from following his recommendation - conditional on the information
his recommendation reveals to him and assuming each of the other agents follows
his recommendation - must be weakly more than that from deviating. The con-
straints capturing this incentive notion are called obedience constraints (Bergemann
and Morris, 2016).

For ease of exposition, we present the principal’s problem for finiteM here. The
case of a general compactM is discussed in section 5.3.

The principal’s problem is:

max
ν(m|u):
U→∆M

∫
u∈U

( ∑
m∈M

(p(m) · u) ν(m|u)
)
µ(du) (P)

Subject to the obedience constraints:
For all mi,m

′
i ∈ Mi, i ∈ I such that ν(mi) > 0 and pi(mi,m−i) 6=

pi(m′i,m−i) for some m−i:

E(m,u)∼ν [(pi(mi,m−i)− pi(m′i,m−i)) · ui|mi] ≥ 0,
i.e. Em−i

[(pi(mi,m−i)− pi(m′i,m−i)) · E(ui|(mi,m−i))|mi] ≥ 0,

i.e.
∑
m−i

[
(pi(mi,m−i)− pi(m′i,m−i)) ·

(∫
u
uiν((mi,m−i)|u)µ(du)

)]
≥ 0.

where the joint distribution overM×U is given by ν(m,U) =
∫

u∈U
ν(m|u)µ(du)

for all m ∈M, U ∈ B(U).
A straightforward application of the extreme value theorem shows that a solution

to (P) exists.

Lemma 1. A solution to the principal’s problem (P) exists.

The details of the proof are provided in Appendix A.1.
We assume principal-preferred equilibrium selection, i.e. we assume whenever

an agent is indifferent between reporting a recommended message and a different
message, he obeys by reporting the recommended message. Therefore if there exist
i,mi,m

′
i such that pi(mi,m−i) = pi(m′i,m−i) for all m−i, agent i will never deviate

via m′i when recommended mi. Therefore such pairs of messages do not impose any
obedience constraint.

Going forward, “full information” refers to the informational setting where each
agent has full information about his own preference, and no information about other
agents’ preferences.
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Before solving the principal’s problem we provide another example to illustrate
the non-triviality of the information design problem in this context.

2.5 Is some information always better than no information?
An Example

Fix a deterministic allocation p ∈ D. Define Up ≡ {u ∈ U : p·u ≥ p′ ·u ∀ p′ ∈ D},
the set of cardinal preference profiles for which p maximizes the utilitarian social
welfare. Consider a prior µ such that supp µ = Up. Let Eµ(u) = u0, the agents’
expected cardinal preference profile a priori. Let R(u0) = R0, the unique ordinal
preference profile consistent with the cardinal preference profile u0. The allocation p
is social welfare maximizing for all u ∈ Up, therefore social welfare maximizing at u0.
Therefore p is Pareto efficient at R0. Therefore there exists some strict ordering � of
the agents such that the corresponding Serial Dictatorship SD� satisfies SD�(R0) =
p.3 Define Rp

∆= {R ∈ R : SD�(R) = p}.
We can see that when the mechanism is SD� and the prior is µ, providing no in-

formation is optimal and produces First Best. Moreover, it produces strictly greater
ex-ante utility than any equilibrium where any relevant information is revealed, i.e.
any equilibrium where any joint report R ∈ R\Rp occurs with positive probability.4

It follows that there exists ε > 0 such that for all priors µ such that µ(Up) >
1− ε (including full support priors), providing no information is strictly better than
providing full information.

The above example, together with Example 1 from the introduction, suggest that
information could either help or hurt, and even when it helps, more is not always
better, thereby hinting at the non-triviality of the information design problem here.

3 When is full information optimal?
The most popularly used informational setting for the matching model is that

of full information. It is also a sensible intuition that any loss of welfare arising
out of the informational setting must be mainly due to agents not knowing their
own preferences well enough. For example, Chen and He (2017) - who demonstrate
that students overpay for information in school choice in a lab setting - echoes this
intuition by suggesting that education authorities can improve welfare by “providing
more information” to students, because this would save “socially wasteful costs of
information acquisition”. As demonstrated through the illustrative examples, this

3It is well-known that any Pareto efficient deterministic allocation can be implemented using
some Serial Dictatorship. See, e.g. Abdulkadiroğlu and Sönmez (1998).

4The set of such equilibria is non-empty. The full information equilibrium is an example.
Because supp µ = Up, all ordinal preference profiles occur with positive probability.
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intuition need not always be true. Our goal in this section is to determine how often
this is the case, so that the information design problem is trivial.

When there is just one agent, and no preference divergence between the princi-
pal and the agent, it is intuitive to see that providing full information is optimal,
because information cannot have any negative impact on anybody’s payoffs (Ka-
menica and Gentzkow, 2011). Extending this intuition, if agents act in complete
collusion - always maximizing the aggregate payoff to the group, as if they are just
one agent - full information should still be optimal, for the same reason. Perhaps
surprisingly however, it turns out that this is essentially the only situation in which
full information is optimal. Whenever agents’ preferences over outcomes diverge -
i.e. outcomes that do not maximize the aggregate payoff occur with positive proba-
bility in equilibrium when agents are fully aware of their own preferences - revealing
full information almost always hurts the overall welfare. We formalize this insight
below, which leads to our first main result.

Because we focus on full information in this section, it is without loss to assume
the message space to be Ui for each agent. Note that a necessary condition for full
information to be optimal is that it is incentive feasible, i.e. it satisfies the obedience
constraints of problem (P). It is easy to see that under full information, the obedi-
ence constraints boil down to standard Bayesian incentive compatibility constraints.
Therefore we can focus on the truth-telling equilibrium under full information, and
hence it is without loss to consider revelation mechanisms p : U → ∆D.

3.1 Finite utility space

First, we present our characterization for the case where the joint type space U
is finite. This is sufficient to prove our main impossibility result, Theorem 1. We
subsequently relax this assumption in subsection 5.3.

Below we define some properties useful for our characterization.

Definition 3.1 (Utilitarianism). A direct mechanism p∗ : U → ∆D is utilitarian if
it satisfies p∗(u) · u ≥ p · u ∀ p ∈ ∆D, ∀ u ∈ U .

As suggested by the name, a utilitarian mechanism maximizes the aggregate
welfare in the economy at every realized cardinal preference profile. Below we weaken
this property to what we call weak utilitarianism, which is crucial to our main
characterization in this section.

Definition 3.2 (weak utilitarianism). We call a direct mechanism p : U → ∆D
weakly utilitarian if it satisfies p(u) · u ≥ p(u′) · u ∀ u′ ∈ U , ∀ u ∈ U . We call it
weakly utilitarian on the support of a prior µ if it satisfies p(u) · u ≥ p(u′) · u ∀ u′ ∈
U , ∀ u ∈ supp µ.
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Like utilitarian mechanisms, weakly utilitarian mechanisms also maximize wel-
fare at every utility profile, but only over their own range, i.e. over p(U) ⊆ ∆D.
Clearly, all utilitarian mechanisms are weakly utilitarian, but the converse is not
true. For example, any constant mechanism - i.e. one of the form p(u) = p ∀ u - is
weakly utilitarian but not utilitarian.

As mentioned earlier, a necessary condition for full information to be optimal is
that the mechanism is BIC w.r.t. the prior. Therefore for a given mechanism, the
set of priors for which the full information structure can be optimal is a subset of
the set of priors for which it is BIC.

Let BICp ⊆ ∆U denote the set of priors with respect to which the mechanism
p is BIC under full information5, i.e.

BICp := {µ ∈ ∆U :
∑
u−i

[(pi(ui, u−i)− pi(u′i, u−i)) · ui]µ(u−i|ui) ≥ 0

∀ ui, u′i s.t. µ(ui), µ(u′i) 6= 0.} (1)

By finiteness of U , BICp is a subset of a finite dimensional Euclidean space and
therefore inherits its usual topology. So the interior of BICp (denoted intBICp) -
the set of priors in BICp, each of which has some neighborhood in which every prior
is in BICp - is well-defined.

The next proposition formalizes the idea introduced in the beginning of this
section - for almost any prior with respect to which a mechanism is BIC, weak
utilitarianism is both necessary and sufficient for full information to be utilitarian
welfare maximizing.

Proposition 1. Suppose U is finite. For any direct mechanism p : U → ∆D such
that intBICp 6= ∅, and any prior µ ∈ intBICp, full information is utilitarian
welfare-maximizing for the basic game (p, µ) if and only if p is weakly utilitarian on
the support of µ.

5Note that depending on p and U , BICp may be empty. The following example illustrates this.
Take any strategyproof mechanism p0 : U → ∆D under which there exists i ∈ I, ui, u′i ∈ Ui such
that p0(ui, u−i) 6= p0(u′i, u−i) for all u−i. (For example, if p0 is a serial dictatorship, agent i is the
dictator, and each ui ∈ Ui has a different, strictly most-preferred object.) Define the mechanism
p : U → ∆D by exchanging the allocations for the reports (ui, u−i) and (u′i, u−i) for all u−i.
Formally:

p(u) =


p0(u) if ui /∈ {ui, u′i}

p0(u′i, u−i) if ui = ui

p0(ui, u−i) if ui = u′i

p is clearly not BIC with respect to any prior µ ∈ ∆U .
Moreover, even when BICp is non-empty, intBICp may be empty. For example for any strate-

gyproof p0, and any i ∈ I, ui, u′i ∈ Ui such that p0(ui, u−i) 6= p0(u′i, u−i) for some u−i, p constructed
from p0 as above would have intBICp = ∅.
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Because a weakly utilitarian p pointwise maximizes welfare at each u ∈ supp µ
on p(supp µ), if full information is incentive feasible, i.e. µ ∈ BICp, it is optimal.
On the other hand, if µ ∈ intBICp, none of the incentive constraints bind at the full
information signal. So at every realized profile u, if with a small positive probability,
a joint report in the support of arg max

p̃∈p(supp µ)
p̃ · u is recommended - while u is revealed

with the complementary (large) probability - it will be acceptable to a set of Bayes-
rational agents. Combining these two insights, Proposition 1 follows. The details of
the proof are provided in Appendix A.2.

Recall that if intBICp 6= ∅, intBICp is a (Lebesgue) measure one subset of
BICp. Therefore Proposition 1 tells us that, as long as full information is incentive-
feasible, weak utilitarianism of the allocation mechanism on the support of the prior
is not only sufficient, it is also almost always necessary, for full information to be
welfare-maximizing.

Weak utilitarianism can also be thought of as a strong notion of incentive com-
patibility which resists collusion by the grand coalition of all agents, when they can
exchange side payments.6 Under the standard assumption of agents’ utilities being
quasilinear in money, if, for some joint preference profile, the coalition can jointly
misreport in a way such that the sum of their expected utilities strictly increases,
each agent can be made better off through such misreporting using side payments.
Hence, under the aforementioned notion of incentive compatibility, the grand coali-
tion always wants to maximize the sum of the expected utilities of all coalition
members, i.e. all agents. Therefore this can be interpreted as the grand coalition
acting as if they are one agent.

Clearly, for a benevolent principal designing information for one agent, revealing
full information is optimal for any decision problem. The significance of Proposition
1 is that, it tells us that the converse also holds for almost all priors - full information
is optimal only if the group of agents behave as if they are one agent, under the
given allocation rule.

In the next section we focus on ordinal allocation mechanisms - highly popular
in the literature and in practice - and apply the above characterization to answer
the question - when is full information optimal for most standard ordinal object
allocation mechanisms?

6This notion of incentive compatibility is related to, but weaker than, the incentive notion of
n-truthfulness, which requires mechanisms to be resistant to collusion by any group of agents of
any size who can exchange side payments. See, for example, Goldberg and Hartline (2005), Penna
and Ventre (2008), Ji and Chen (2017) etc.
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3.2 Ordinal mechanisms: An impossibility result

An immediate implication of Proposition 1 is the essential incompatibility of full
information revelation with the utilitarian objective, in case of ordinal mechanisms.
Clearly, if the prior has full support, any (non-constant) ordinal mechanism p is
not weakly utilitarian. Therefore for the typical prior, full information is either
infeasible as it violates incentive conditions, or strictly suboptimal. This is captured
in Theorem 1 below. Recall that we endow the space of priors ∆Θ with the weak-*
topology.

Theorem 1. There exists a generic set of priors M ⊂ ∆Θ such that for any prior
µ ∈ M and any non-constant ordinal mechanism p : R → ∆D, full information is
not welfare-maximizing. Moreover, if p is strategyproof, then for any full support
prior, full information is not welfare-maximizing.

Note that for Theorem 1 we do not need to assume finiteness of U .
The proof of Theorem 1 is provided in Appendix A.3.
Theorem 1 immediately leads to the following interesting corollary about some

of the most popular ordinal mechanisms. Because of their strategyproofness, by
Theorem 1, it is never socially optimal to reveal full ordinal information to agents,
when any of these mechanisms is used.

Corollary 1. When the allocation rule is fixed to be a serial dictatorship, deferred
acceptance, random priority or top trading cycles, and the prior has full support, it
is not welfare-maximizing to truthfully reveal each agent’s ordinal preference ranking
to him.

4 When is first best achievable?
Clearly, the principal ideally wants to implement the pointwise maximum social

welfare if possible. In this section we explore when and how that is possible. We
define the first-best as the pointwise maximum aggregate social surplus that can be
obtained.

Definition 4.1 (First Best). The First Best aggregate surplus is defined as:∫
u

max
p∈D

(p · u)µ(du)

4.1 The Object Recommendation signal

Next, we define a simple signal we call the Object Recommendation signal (OR
signal), νOR : U → ∆D. As the name suggests, at each profile u ∈ U , νOR rec-
ommends each agent to pick a particular object - i.e. rank it at the top of his
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preference ordering. The way it does this is by randomly choosing a utilitarian
welfare-maximizing allocation, and then privately recommending each agent to pick
the object he is assigned under this allocation. Formally,

νOR,i(a|u) = |{p ∈ D : p · u ≥ p′ · u ∀ p′ ∈ D, p̂i(u) = a}|
|{p ∈ D : p · u ≥ p′ · u ∀ p′ ∈ D}|

, ∀ i ∈ I, a ∈ H.

As the next characterization shows, the significance of the OR signal is that it
characterizes the implementability of the first-best when the Deferred Acceptance
algorithm is run without priorities, which is equivalent to Random Serial Dictator-
ship.

Theorem 2. First Best is implementable by Deferred Acceptance without Priorities
if and only if it is implementable by the OR signal.

The details of the proof are provided in the appendix.
Armed with the above characterization, our goal is to identify the set of mecha-

nisms and priors which allow us to implement the first-best. We begin by defining
a class of mechanisms satisfying a mild efficiency criterion we call weak efficiency,
which is simply the property that when there are no conflicts among the most pre-
ferred object demanded by each agent, everybody gets what he wants.

Definition 4.2 (Weak efficiency). A mechanism satisfies weak efficiency if under
it, whenever the allocation assigning each agent (one of) his top reported object(s)
is feasible, it is chosen.

Obviously, efficient mechanisms such as Serial Dictatorship are weakly efficient,
but the converse need not hold. For example, while Deferred Acceptance mechanisms
are not efficient, they are weakly efficient in the above sense.

From the planner’s point of view, the ideal situation is if at any true cardinal
preference profile, a posterior ordinal preference profile can be realized (using some
signal) where every agent wants the object he would be assigned under a utilitarian
welfare maximizing allocation. Of course, in general, there need not exist any signal
which makes this possible. For example, consider a setting where a priori, agents
know their true ordinal preferences, under which everyone has the same most pre-
ferred object. In this case, obviously there is no signal which can give rise to the
aforementioned class of posterior preference profiles. The class of priors for which it
is always possible to create such a posterior preference profile is said to satisfy the
posterior top condition.

Definition 4.3 (Posterior top condition). If the joint prior is such that, at every
preference profile u ∈ U , every agent’s recommended object under the OR signal is
(among) his posterior most preferred object(s), it is said to satisfy the posterior top
condition.
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It is easy to see that if the posterior top condition is satisfied, First Best can
always be implemented using any weakly efficient mechanism. This is formalized
below.

Lemma 2 (Posterior top condition). If the posterior top condition is satisfied, then
First Best is implementable by any weakly efficient mechanism.

The proof is straightforward and is based on the observation that if the posterior
top condition is satisfied, knowing that the mechanism is weakly efficient, agents
know that if everyone obeys their recommendation, they would get the recommended
object if they report it as their most-preferred. The details are provided in the
Appendix.

An obvious but useful implication of Lemma 2 is that, when the Posterior top
condition is satisfied, the Deferred Acceptance mechanism with any priority struc-
ture can implement First Best. This is significant because this mechanism is popular
in several applied settings such as school choice, but is not efficient.

Corollary 2. If the prior satisfies the posterior top condition, First Best is imple-
mentable by Deferred Acceptance with any priority structure.

While it is obvious that the posterior top condition is sufficient for implementabil-
ity of First Best by any weakly efficient mechanism, turns out, when the agents are
symmetric, it is also necessary - in case of some popular weakly efficient mechanisms.

We say agents are symmetric if the distribution of their joint cardinal preference
profile does not depend on the identities of the agents. Formally, if the prior µ is
such that for any Borel subset Ũ of U , and any permutation σ of {1, · · · , n}, µ(u ∈
Ũ) = µ(uσ ∈ Ũ), where uσ is the vector obtained by permuting the components of u
according to σ. Obviously, if the agents’ preferences are i.i.d., they are symmetric.
But they can be symmetric even when their preferences are not independent.

When the aforementioned symmetry property is satisfied, we obtain the following
four-way equivalence.

Proposition 2. Suppose agents are symmetric. Then the following are equivalent.

1. There exists an ordering of agents such that First Best is implementable by
Serial Dictatorship.

2. First Best is implementable by Deferred Acceptance without priorities (i.e.
Random Serial Dictatorship).

3. First Best is implementable by any weakly efficient mechanism.

4. The posterior top condition is satisfied.
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The proof is straightforward and is provided in the Appendix.
Next we provide sufficient conditions on the prior so that the posterior top con-

dition is satisfied. To help drive intuition, we first note some interesting features of
the OR signal when there are just two objects, and subsequently generalize them.

4.2 The case of two objects

Throughout this subsection we refer to the two objects as a and b.
Note that for two objects, agents’ ordinal preferences are binary - object a (po-

tentially weakly) preferred to object b or the reverse. Therefore, as long as we are
using ordinal mechanisms, the only potential role any signal can play is to reverse
an agent’s relative preference over the two objects. We call a signal informative
on an agent’s ordinal preferences, if the posterior (weak) ordinal preference of
the agent under the signal is the opposite of his prior preference.7 As long as a
signal can do that “whenever necessary”, it can achieve the planner’s most desired
outcome - i.e. First Best. This insight is formalized in the proposition below.

Proposition 3. Suppose m = 2 and the prior has full support. First best is achiev-
able by any weakly efficient mechanism if and only if the OR signal is informative
on each agent’s ordinal preferences.

Recall the example from Section 1.3 in the introduction, in which we introduced
a rankings based information policy, one which conveyed to each agent only if his
relative preference for object a over object b was higher or lower than that of the
other agent - in other words, his rank in the empirical distribution of realized relative
preferences. We saw in that example with two agents, that this signal achieved First
Best. Turns out that in case of two objects, under certain conditions, this rank-based
information policy is equivalent to the OR signal, and therefore its effectiveness
generalizes to any number of agents as long as there are just two objects.

Without loss of generality, let us assume qa ≥ qb. Let ûi,(a,b) ≡ uia − uib denote
agent i’s relative preference for a over b. For a given utility profile u ∈ U , let
rank(ûi,(a,b)) denote the rank of agent i when all agents in I are sorted from highest
to lowest according to ûi,(a,b).

We formalize the rank threshold signal introduced in the example in Section 1.3
as follows. When there are just two objects, the rank threshold signal conveys to
each agent whether his rank in the empirical distribution of each agent’s relative
preference for object a is greater than the number of copies of object a available.
Formally:

7Therefore, by definition, if the agents are indifferent between the two objects a priori, as in
Example 1, every signal is informative on each agent’s ordinal preferences.
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Definition 4.4 (Rank threshold signal). Suppose m = 2. At each realized cardinal
preference profile u ∈ U , the rank threshold signal informs each agent i whether
rank(ûi,(a,b)) > qa.

As mentioned earlier, turns out that for i.i.d. preferences of agents and two
objects, the rank threshold signal is equivalent to the OR signal.

Lemma 3. Suppose m = 2 and agents’ preferences are i.i.d.. Then the OR signal
is equivalent to the rank threshold signal.

The corollary below immediately follows from Lemma 3.

Corollary 3 (Rank threshold signal). Suppose m = 2 and agents’ preferences are
i.i.d.. First best is achievable by any weakly efficient mechanism if and only if the
rank-threshold signal is informative on each agent’s ordinal preferences.

Corollary 3 tells us that as long as we are using reasonable mechanisms, the
highest possible social welfare can be realized in a mechanism-agnostic way, if and
only if informing agents of only their ranks in the distribution of relative preferences
is decisive in reversing their ordinal preferences a posteriori.

However what makes the rank-based signal even more useful is that when agents
are symmetric, regardless of whether First Best achieved, it always improves welfare
over the case when agents are not provided any information at all. Hence if there are
just two options, it is always useful to provide rank-related information to agents.
This is formalized in the observation below.

Proposition 4. Suppose m = 2 and agents are symmetric. Then the rank thresh-
old signal weakly improves welfare over no information under any weakly efficient
allocation mechanism.

The significance of the equivalence of the OR and rank-threshold signal for the
two-objects case lies in the fact that rank-based information policies arise naturally
in many contexts. For example many standardized tests around the world provide
only percentiles - equivalent of ranks - to students, and not scores. Proposition 4 says
that if there are just two options - say, a specialized high school and an ordinary
high school - and agents have identical preferences over these options (which is
overwhelmingly true for the aforementioned example) this masking of the true score
may actually be welfare improving (taking the test score as a proxy for the student’s
fit with the specialized school).

Before ending this section we introduce a notion of strong a priori preferences,
which ties in some of the ideas introduced in this section and provides a segue to the
a general version of the same notion which is key to the characterizations introduced
in the next section for any finite number of objects.
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As suggested by Proposition 3 and Corollary 3, the key to First Best being
generally implementable is that the agents must be sufficiently suggestible. For
example, if an agent knows a priori with probability one that a is better for him
than b - even though he does not know for sure the cardinal strength of his preference
- no signal can change his posterior preference to object b. This is an example of
having very strong a priori preferences - a condition which renders the OR or rank
threshold signal uninformative, and therefore First Best not implementable in a
mechanism-agnostic way. This idea is formalized in the definition below.

Definition 4.5 (Strong a priori preference for m = 2). Agent i is said to have
a strong a priori preference for object a (b) if E(ûi,(a,b)|rank(ûi,(a,b)) ≤ qa) <

0 (E(ûi,(a,b)|rank(ûi,(a,b)) > qa) > 0).

This is clearly equivalent to the notion of informativeness of the rank threshold
signal introduced earlier. Therefore, using Corollary 3 we can immediately conclude
the following.

Corollary 4 (Rank threshold signal). Suppose m = 2 and agents’ preferences are
i.i.d.. First best is achievable by any weakly efficient mechanism if and only if agents
have no strong a priori preferences.

The purpose of introducing Definition 4.5 and Corollary 4 is to build a bridge
between the two-objects case and the general case. Turns out, the notion of sug-
gestibility - as captured by having no strong a priori preferences - remains relevant
to characterizing implementability of First Best even in the general case, as we shall
shortly see in the next section.

The omitted proofs from this section are given in the appendix.

4.3 The general case

Before we generalize the concepts introduced above to the case of any finite
number of objects, we need a mild regularity condition on the prior. The regularity
condition captures the idea that any information about agent i’s preferences over
a subset of objects affects his valuation of those objects more than it affects his
valuation of other objects.

Let Ui,H′ denote the space of agent i’s utility over objects in H ′ ⊂ H, i.e. Ui,H′ ≡
[0, 1]|H′|. Recall that B(U) and B(Ui,H′) denote the Borel σ-algebras over U and Ui,H′
respectively. We define regularity as follows.

Definition 4.6 (Regularity). We say the prior µ ∈ ∆U is regular if, for all i, I ∈
B(U), Ii,H′ ∈ B(Ui,H′),

|Eµ(ui,h′|Ii,H′ , I)− Eµ(ui,h′|I)| ≥ |Eµ(ui,h|Ii,H′ , I)− Eµ(ui,h|I)| (Reg)
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for all h′ ∈ H ′, h ∈ H \H ′.

As we can see from the above definition, regularity is vacuously satisfied when
there are just two objects.

ûi,(a,b) and rank(ûi,(a,b)) are defined in the same way as in the previous subsection.
Below we introduce a suitable generalization of strong a priori preference introduced
in case of two objects.

Definition 4.7 (Strong a priori preference). Agent i is said to have a strong a priori
preference for object a ∈ H, if there exists an object b ∈ H, such that under prior µ,

Eµ(ûi,(a,b)|rank(ûi,(a,b)) > qa) > 0

In other words, we say agent i has a strong a priori preference for object a relative
to its supply if, even when he knows that his relative preference for object a over
some other object b is not among the top qa in the population, he still believes a is
better for him than b.

The most extreme case of having no strong a priori preference for any object is,
of course, ex-ante indifference.

Definition 4.8 (Ex-ante indifference). Agent i is said to be ex-ante indifferent if,
for all a, b ∈ H,

Eµ(ûi,(a,b)) = 0

We are now ready to formulate a partial characterization of the optimal signal for
a class of priors which satisfy the condition of showing no strong a priori preference
for any object.

Theorem 3. Suppose the agents’ preferences are independent, the prior is regular
and no agent has a strong a priori preference for any object. Then, the OR signal,
combined with any weakly efficient mechanism, produces the first-best allocation.

Comparing with the two-objects case, we see that in the i.i.d. case, while the
condition of no strong a priori preferences fully characterizes the implementability
of First Best by any weakly efficient mechanism in case of two objects (Corollary 4),
it still remains a sufficient condition when the number of objects is generalized.

The proof of Theorem 3 is based on the observation that under its conditions, the
posterior top condition is satisfied, and therefore, by Lemma 2, the result follows.
The details are provided in Appendix A.6.
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5 Applications and Extensions

5.1 Other forms of planner’s objective function

Suppose instead of maximizing the unweighted sum of agents’ ex-ante expected
utilities, the planner wants of maximize a weighted average of their utilities, where
the weights are exogenously given. It is easy to see that all our results go through
with suitable modifications, because all we have to do is redefine the state as the
heterogenously scaled cardinal preference profile, and correspondingly redefine the
domain of the allocation functions. This is briefly discussed below.

Suppose the agents’ weights are (w1, · · · , wn) where wi ∈ R+ ∀ i. The only
change that occurs in the planner’s problem is that now her objective function
becomes:

max
ν(m|u):
U→∆M

∫
u∈U

( ∑
m∈M

(∑
i

wipi(m) · ui
)
ν(m|u)

)
µ(du), (P’)

while the obedience constraints remain the same as in problem P.
In this context, we use the notion of weighted weak utilitarianism, which is an

intuitive extension of the notion of weak utilitarianism introduced before.

Definition 5.1 (weighted weak utilitarianism). We call a direct mechanism p : U →
∆D weighted weakly utilitarian with weights (w1, · · · , wn) if it satisfies ∑

i
wipi(u) ·

ui ≥
∑
i
wipi(u′) · u ∀ u′ ∈ U , ∀ u ∈ U . We call it weighted weakly utilitarian

with weights (w1, · · · , wn) on the support of a prior µ if it satisfies ∑
i
wipi(u) · ui ≥∑

i
wipi(u′) · u ∀ u′ ∈ U , ∀ u ∈ supp µ.

Note that nothing changes on the incentive side, so the definition of BICp and
intBICp remain unchanged. Therefore we can modify Proposition 1 as follows, in
this context.

Proposition 5. Suppose U is finite. For any direct mechanism p : U → ∆D such
that intBICp 6= ∅, and any prior µ ∈ intBICp, full information is a solution to
(P’) if and only if p is weighted weakly utilitarian with weights (w1, · · · , wn) on the
support of µ.

It is easy to see that nothing changes in the proof of Proposition 1 due to intro-
ducing weights, therefore Proposition 5 follows.

The definition of almost-sure weak utilitarianism introduced in section 5.3 and
Proposition 6 can be modified analogously.

All of the positive results introduced in Section 4, such as Proposition 2, Theorem
2 and Theorem 3, also go through by - again - replacing each ui by wiui in the
characterization of the utilitarian rule, given in Claim A.6.1.
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Extending this idea further, let us replace the planner’s objective function with
any increasing function of the agents’ interim expected utilities which satisfies the
condition that the allocation maximizing it is essentially unique. Formally, let the
planner’s objective function be ψ : Rn → R, given by ψ(p1(m) · u1, · · · , pn(m) · un),
satisfying µ

(
{u ∈ U : | arg max

p∈∆D
ψ(p1 · u1, · · · , pn · un)| = 1}

)
= 1. It is easy to see

that even in this case the characterization of the optimality of full information (modi-
fied analogously as shown above), and the impossibility results captured by Theorem
1 go through, as does the posterior top condition, Lemma 2. The only result which
would not, in general, hold for general objective functions as described above, is
Theorem 3. It is easy to see why - because the characterization of utilitarianism,
as described by Claim A.6.1, would change for non-linear objective functions, which
would lead to corresponding changes in the conditions on the prior which would give
us implementability of First Best.

5.2 The case of independent priors

In many settings it is natural to assume that agents’ preferences are indepen-
dent. Note that the first part of Theorem 1 has no bite in this case, because the
independent priors themselves form a null subset of the set of all priors. However,
both Proposition 1 and Theorem 1 essentially go through even when we restrict our
universe of priors to the set of independent priors, as we would show in this section.

Analogous to section 3.1, let us first consider the case where U = ×i Ui is finite.
The definition of the set of independent priors w.r.t. which the mechanism p is
BIC remains the same, except the universe of allowable priors is now restricted
to the set of independent priors, ∆IndU := {µ ∈ ∆U : µ(u) = ∏

i∈I
µ(ui)} where

µ(ui) = ∑
u−i∈U−i

µ(ui, u−i).

BICp ≡ {µ ∈ ∆IndU :
∑
u−i

[(pi(ui, u−i)− pi(u′i, u−i)) · ui]µ(u−i|ui) ≥ 0 ∀ u′i,∀ ui ∈ supp µ}

(2)

as given in (1), except, due to independence, µ(u−i|ui) = µ(u−i) = ∏
j 6=i

µ(uj), for

all i, ui ∈ Ui, u−i ∈ U−i. Hence the statement of Proposition 1 remains the same as
well. We modify that of the first part of Theorem 1 as follows, in this environment.

Theorem 1´ . Fix a non-constant ordinal mechanism p : R → ∆D. For almost all
independent priors for which full information is incentive-feasible, it is not welfare-
maximizing.

The second part of Theorem 1 about strategyproof mechanisms, of course, re-
mains the same.

The idea here is that, by the same reasoning as in the proof of Theorem 1, the
set of independent priors for which full information may be optimal forms a subset
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of the set of all independent priors which is defined as the finite union of subsets
defined by vanishing of polynomial functions of the prior (refer to equation (5) in
the Appendix). Any set so defined forms a null subset of the space, the finite union
of which, is another null subset.

5.3 Compact utility space

As shown by Theorem 1, the characterization of conditions for the optimality
of full information provided in Proposition 1 is sufficient to draw useful insights for
the case when the mechanism has a finite domain - such as ordinal mechanisms.
However, it is less useful when the domain of the mechanism is uncountable. For
example, cardinal mechanisms - direct revelation mechanisms which take agents’
report of their utility vectors as inputs (Hylland and Zeckhauser, 1979; He et al.,
2018) - constitute an important class of such mechanisms whenever the joint utility
space U is compact. Hence we use this section to provide a characterization of the
optimality of full information analogous to Proposition 1, for the case of a general
compact utility space. Since we focus on direct mechanisms, as in Proposition 1,
the message space coincides with the state space U . Therefore as a first step we
generalize the principal’s problem (P) in the case of compact message spaces.

Let ν(·|u) denote the conditional measure over M for each u ∈ U chosen by
the principal, i.e. ν(M |u) =

∫
m∈M

dν(m|u) for all M ∈ B(M). With a slight abuse

of notation we also use ν(·) to denote the unconditional measure induced over M
by the prior µ and the aforementioned signal, i.e. ν(M) =

∫
u∈U

ν(M |u)dµ(u) for all

M ∈ B(M).
Principal’s problem for a compactM:

max
ν: U→∆M

∫
u∈U

 ∫
m∈M

(p(m) · u) dν(m|u)
 dµ(u) (P´´)

Subject to the constraint that players have an incentive to follow recommenda-
tions almost always (obedience):

ν(m : E [(pi(mi,m−i)− pi(m′i,m−i)) · ui|mi] ≥ 0 ∀ m′i ∈Mi, ∀ i ∈ I) = 1

where the expectation is taken over other agents’ recommendations - m−i - and
agent i’s own utility vector - ui - conditional on the recommendation received by
agent i - mi.

In this new context, the appropriate way to define the set of priors with re-
spect to which a given mechanism is BIC, is to use the slightly weaker notion of
almost sure BIC. We call a direct mechanism p : U → ∆D almost surely BIC if at
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µ-almost all cardinal preference profiles u, no agent can be better off in expecta-
tion by misreporting. Let BICp denote the set of priors with respect to which
the mechanism p is almost surely BIC. Formally, BICp := {µ ∈ ∆U : µ(u :∫
u−i

[(pi(ui, u−i)− pi(u′i, u−i)) · ui]µ(du−i|ui) ≥ 0 ∀ u′i ∈ supp µ, ∀ i) = 1}.
Similarly, the appropriate analog of weak utilitarianism now becomes almost sure

weak utilitarianism.

Definition 5.2 (Almost Sure Weak Utilitarianism). Fix a mechanism p :
U → ∆D and a prior µ. We call p µ-almost surely weakly utilitarian if
µ (u : p(u) · u ≥ p(u′) · u ∀ u′ ∈ U) = 1.

With this slight weakening of the key definitions from Section 3, we have the
following characterization of the conditions for the optimality of full information,
for compact U . Note that BICp is a subset of ∆U , which is a compact set in the
weak-* topology and inherits that topology. So, like in Section 3, the interior of
BICp - the set of priors in BICp, each of which has some neighborhood in which
every prior is in BICp - is well-defined.

Proposition 6. For any direct mechanism p : U → ∆D and any prior µ ∈
int BICp8, full information is optimal for the basic game (p, µ) if and only if p
is µ-almost surely weakly utilitarian.

With these modified definitions, the proof of Proposition 6 is almost identical to
that of Proposition 1. The intuition is as follows. Suppose at each joint utility profile
the principal reveals full information to each agent with a high probability, but with
the complimentary small probability she jointly recommends a report which would
maximize social welfare at that profile. Because µ is interior to BICp, if the latter
probability is small enough, each agent would find this recommendation acceptable
always, even though he knows that the principal “lies” sometimes. As long as p
is not µ-almost surely weakly utilitarian, there exists a positive µ-measure of joint
utility profiles for which this would strictly increase aggregate ex-ante social welfare.

The details of the proof are provided in the Appendix.

5.4 Constrained utilitarian allocation

In many practical settings, the assumption of agents being ex-ante indifferent
across all objects may not hold. So the first part of Theorem 3 would have no bite
in such cases. However, in such settings, it is much more likely that such indifference
would hold within a small subset of objects. For example, in the context of school

8All the caveats about int BICp mentioned in footnote 5 still apply, i.e. there exist mechanisms
p : U → ∆D for which int BICp is empty. However it is non-empty for most standard cardinal
mechanisms described in the literature. See, e.g. Hylland and Zeckhauser (1979), He et al. (2018)
etc.
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choice, where all the schools in a school district are in the choice set of students,
it may not be realistic to assume that a student is indifferent between two schools
which are academically comparable but one of them is significantly further away
from their home compared to the other. However, it is much more likely that the
same student would be ex-ante indifferent among schools which are within a few
blocks from their home.

Such limited ex-ante indifference might still be useful for practical purposes when
considered together with the fact that in many settings there are restrictions on the
set of objects each agent is eligible for. For example, in the school choice context,
often the eligibility of each student is restricted to schools nearby him (see, e.g.
Shi (2016)). The relevant welfarist question here is, what is the maximum possible
aggregate social welfare that can be achieved with these restrictions? We call this
the constrained first-best. As is intuitive, each agent being ex-ante indifferent across
objects he is eligible for is sufficient for achieving it in such settings, when other
conditions from Theorem 3 are met, as formalized below.

Corollary 5. Suppose agent preferences are independent, the prior is regular, and
each agent is ex-ante indifferent within within the set of objects he is eligible for.
Then, the OR signal combined with any weakly efficient mechanism produces a con-
strained first-best allocation.

5.5 Controlling both the mechanism and the information
structure

A natural question that arises in the settings of object allocation we have stud-
ied is: What if the designer can design both the mechanism and the information
structure?

In such a setting the principal’s problem becomes:

max
M=×iMi

 max
p:M→∆D

 max
ν:

U→∆M

∫
u∈U

 ∫
m∈M

(p(m) · u) dν(m|u)
µ(du)


Subject to obedience constraints:

E [(pi(mi,m−i)− pi(m′i,m−i)) · ui|mi] ≥ 0 ∀ mi,m
′
i ∈Mi, ∀ i ∈ I

Note that without additional constraints, this is a trivial problem. For example,
consider the following mechanism: Each agent can ask for exactly one object. If
the allocation when each agent is given the object he asked for is feasible, it is
implemented. If it is not feasible, no object is allocated to any agent. It is easy
to see that this mechanism combined with the (public or private) OR signal always
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achieves first best, even when ∑
h
qh ≥ n.9 However, it may be interesting to explore

its implications if there are additional constraints (e.g. agents’ signals must be
independent).

6 Discussion

6.1 Bypassing the impossibility

The full support assumption in the second part of Theorem 1 is important.
Without it, there are several important exceptions for which full information is
indeed optimal, as we illustrate below.

First, consider the obvious case of n agents and n objects, h1, · · · , hn such that
µ(aiPiaj ∀ i 6= j) = 1, i.e. every agent has a commonly known, different top object.
In this case full information is obviously optimal. In fact it achieves first-best.

A simple but practically relevant domain of preferences in the context of the
assignment problem is the dichotomous preference domain - a domain where
each agent views each object as either acceptable or unacceptable (Bogomolnaia and
Moulin, 2004; Bogomolnaia et al., 2005). So the utility each agent gets from each
object can be represented as either 0 or 1. Turns out, in such a domain, when there
are just two objects (with potentially multiple copies) full information is optimal
and, in fact, achieves first-best for a popular class of mechanisms.

Proposition 7 (Dichotomous domain). In any dichotomous preference domain
where there are only two objects, full information together with any efficient and
strategyproof mechanism is optimal and achieves first best.

Strategyproofness in the statement of Proposition 7 can be weakened to BIC
without altering the conclusions. Proposition 7 still uses strategyproofness to make
it clear that for some of the popular mechanisms in the literature such as serial
dictatorship and probabilistic serial which are efficient and strategyproof on the
dichotomous domain10, full information is welfare-maximizing whenever there are
just two objects.

Another simple and intuitive domain of preferences is an ordinal rank-value
preference domain. We call a domain of utilities Ui an ordinal domain if it
contains at most one utility vector compatible with every possible ordinal ranking.

9In case of
∑
h

qh ≥ n, when an agent receives a recommendation for an object, he knows that

conditional on other agents accepting their recommendations - which is social welfare maximizing
- if there existed an object other than the one recommended to him under the utilitarian allocation
which would give him higher utility, he would have been allocated that object under the utilitarian
rule, and would therefore have been recommended that object.

10The probabilistic serial is not strategyproof in general, but is so on the dichotomous domain.
See Liu (2017).
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An ordinal rank-value domain (Featherstone, 2011, 2014) is an ordinal domain with
strict rankings where each rank is associated with a utility value, regardless of the
object. For example, suppose H = {a, b, c}. The set of rank value domains is given
by the set of 3! = 6 permutations of any three distinct non-negative numbers.

As is apparent, rank value domains are characterized by their symmetry. This
symmetry property is further enhanced in settings where the possible utility vectors
are not only permutations of each other, but also equally likely. Turns out the
symmetry induced by these two factors taken together is sufficient for any utilitarian
mechanism to be BIC, which means full information is welfare-maximizing for such
mechanisms in this setting. This is formalized below.

Proposition 8. When the utility space U satisfies the ordinal rank-value property,
under an independent uniform prior, for any utilitarian mechanism, full information
is optimal and achieves First Best.

The proofs are provided in the appendix.

6.2 Regularity

The regularity assumption in Section 4.3 is stronger than what is needed for
Theorem 3 to hold. We defined regularity as we did in that section because it is
more intuitive and we believe, more generally relatable. However, all we need for
Theorem 3 is that “good news” about an object increases its posterior expected value
to any agent more than it increases - if at all - the posterior expected value of other
objects to that agent. This is sufficient because when the OR signal recommends
an object to an agent, it conveys positive news about that object to the agent, in a
sense we will make precise below.

We use notation from Section 4. Fix an object a ∈ H. Let H ′ ⊆ H \a and vah ∈
[−1, 1] for all h ∈ H ′. We call information sets of the form ⋂

h∈H′
{ûi,ah ≥ vah, vah}

positive news about object a to agent i, as they convey that agent i’s payoff from
object a is greater than that from each of the objects in H ′ by some additive factor
(positive or negative). This allows us to weaken regularity to the notion of regularity∗

defined below.

Definition 6.1 (Regularity∗). We say the prior µ ∈ ∆U is regular∗ if, for all
i ∈ I, a, b ∈ H and all positive news about a to i of the form ⋂

c∈H\{a,b}
{ûi,ac ≥ vac, vac},

we have:

Eµ(ui,a|ûi,ab ≥ vab, ûi,ac ≥ vac ∀ c ∈ H \ {a, b})− Eµ(ui,a|ûi,ab ≥ vab)
≥ Eµ(ui,b|ûi,ab ≥ vab, ûi,ac ≥ vac ∀ c ∈ H \ {a, b})− Eµ(ui,b|ûi,ab ≥ vab).

Reularity* requires that when i already has positive news about object a relative
to object b (i.e. i’s information set is {ûi,ab ≥ vab, vab} for some vab ∈ [−1, 1]),
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additional positive news about a relative to all other objects increases i’s posterior
expectation of his value for a more than it increases his posterior expectation of his
value for b.

It is clear from the proof of Theorem 3 that we can replace Regularity by Regu-
larity* in Theorem 3 and it will still hold.

6.3 Number of copies of objects

It is clear from the proof of our main result, Theorem 1 and that of the first part
(ex-ante indifference) of Theorem 3, that the assumption ∑

h
qh = n can be relaxed

to its most general alternative - ∑
h
qh ≥ n. The only main result for which the

assumption ∑
h
qh = n is required is the second part of Theorem 3 - for the OR signal

to deliver first-best when agent preferences are i.i.d. without any strong a priori
preferences. In addition, relaxing the assumption ∑

h
qh = n would change some of

the results in Section 6.1.

7 Conclusion
In the context of the object allocation problem, this paper studies a scenario

where agents are unsure about their preferences over objects and a central planner
wants to design an experiment - such as an academic or professional or eligibility
test - to strategically reveal information to agents about their own preferences, with
the objective of maximizing ex-ante social welfare. I first attempt to make a case for
information design in this setting, by showing that when the mechanism is ordinal,
informing each agent perfectly about his own preferences is almost always strictly
suboptimal. As a partial answer to the obvious next question, I then characterize
the optimal information policy for a class of priors which satisfy the condition of
not having too strong a priori preferences over objects. I show that for this class of
priors, the optimal information policy achieves first-best - i.e. it is able to implement
an allocation which maximizes social welfare at each possible realized preference
profile. This optimal information policy turns out to be to simply recommend each
agent to pick the object he would have received under the pointwise social welfare
maximizing allocation.

To the best of my knowledge, this is the first attempt at analyzing the object
allocation problem through the lens of information design. Therefore several areas
of future research suggest themselves. First, in this model we assume agents have no
private information to start with. This could to be relaxed to study a more general
setting where agents have some private information about their own preferences.
Secondly, we have allowed the signals of agents to be correlated - i.e. for the principal
to provide some information about the preferences of one agent to another agent.

30



What if that is not allowed, for legal or practical reasons? Third, while without
additional constraints the problem of jointly designing information and mechanism
becomes trivial - as discussed in section 5.5 - this need not be the case with additional
constraints. For example, the aforementioned independence requirement for agent
signals, or other constraints on the mechanism (e.g. stability, fairness etc.) may
restore non-triviality to the joint information and mechanism design problem. It
would be interesting to study these important questions in future research.

Appendix

A.1 Proof of Lemma 1

The principal’s problem (P) can be recast as that of maximizing a linear objective
function over ∆(M×U) subject to linear equality (Bayes-plausibility) and inequality
(obedience) constraints, as follows.

Define V : M× U → R as V (m,u) = p(m) · u for all m,u. Then (P) can be
written as:

max
ν∈∆(M×U)

∫
(m,u)∈M×U

V (m,u)ν(m, du)

subject to:

A. Bayes-plausibility:
∫
U

∑
m∈M

ν(m, du) = µ(U) ∀ U ∈ B(U), and (A)

B. Obedience: ν(m : E [(pi(mi,m−i)− pi(m′i,m−i)) · ui|mi] ≥ 0 ∀ m′i ∈Mi, ∀ i ∈ I) = 1.
(B)

Therefore the feasible set is F(p, µ) = {ν ∈ ∆(M×U) : ν satisfies (A) and (B)}.
Below we show that F is compact.

It is a standard result that the subset of ∆(M× U) satisfying (A) - call this
∆µ(M×U) - is a compact set in the weak-* topology on ∆(M×U) (Khan et al.
(2013), Section 2). Next we show that the subset of ∆µ(M× U) satisfying (B) is
closed. Take a sequence of measures {νn} ∈ ∆µ(M×U) such that νn =⇒ ν. ∴ ν ∈
∆µ(M× U). Fix i,mi,m

′
i. For any ν̂ ∈ ∆(M× U) define the finite measure ν̂mi

over the measurable space (M−i×U ,B(M−i×U)) as ν̂mi(X) = ν̂({mi}×X) ∀ X ∈
B(M−i×U). Therefore the sequence of measures {νmi

n } is bounded above by 1 and
∴ νmi

n =⇒ νmi . (pi(mi,m−i)− pi(m′i,m−i) · ui is a continuous function of (m−i, u),
bounded by u. Therefore by the Portmanteau theorem (Klenke, 2013),
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∫
m−i,u

[(pi(mi,m−i)− pi(m′i,m−i)) · ui]νmi
n (m−i, du)

→
∫

m−i,u

[(pi(mi,m−i)− pi(m′i,m−i)) · ui]νmi(m−i, du)

{
∫

m−i,u
[(pi(mi,m−i)− pi(m′i,m−i)) · ui]νmi

n (m−i, du)}n is a sequence of real num-

bers. Therefore,
∫

m−i,u
[(pi(mi,m−i)− pi(m′i,m−i)) · ui]νmi

n (m−i, du) ≥ 0 ∀ n =⇒∫
m−i,u

[(pi(mi,m−i)− pi(m′i,m−i)) · ui]νmi(m−i, du) ≥ 0. Therefore F is a closed sub-
set of a compact set, and is therefore compact.

The mechanism p - and therefore the function V - is fixed. So the function V :
∆(M×U)→ [nu, nu] defined as the maximand, V(ν) =

∫
(m,u)∈M×U

V (m,u)ν(m, du),

is bounded and linear - and therefore continuous - in ν, which is to be maximized
over the compact set F . Hence existence follows by the extreme value theorem.

A.2 Proof of Proposition 1

For finite U , the principal’s problem (P) becomes:

max
ν(û|u):U×U→[0,1],∑

û∈U

ν(û|u)=1 ∀ u∈U

∑
û,u

(p(û) · u) ν(û|u)µ(u) (OptBCE)

Subject to the obedience constraints:

∑
û−i,u

µ(u)ν ((ûi, û−i) |u) pi(ûi, û−i) · ui ≥
∑
û−i,u

µ(u)ν ((ûi, û−i) |u) pi(û′i, û−i) · ui,

(OBED)

for all ûi, û′i ∈ Ui, i ∈ I.
The full information signal is:

νf (û|u) =

1, for û = u

0, otherwise

First, note the following fact from linear programming which we also prove for
the sake of completeness.

Fact 1. If a solution to a linear program becomes infeasible when a finite set of
additional linear inequality constraints are added, at least one of the new constraints
must bind at the new solution, if it exists and is not a solution to the original
problem.11

11I thank Misha Lavrov for suggesting this line of argument.
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Proof. Let Ai ∈ Rli×k, bi ∈ Rli , i ∈ {1, 2}, c ∈ Rk, k, l1, l2 ∈ N. Consider the follow-
ing two linear programs:

max
x∈Rk

cTx, (LP1)

s.t. A1x ≤ b1

max
x∈Rk

cTx, (LP2)

s.t.
[
A1T

A2T
]T
x ≤

[
b1T

b2T
]T

Suppose x1 is a solution to (LP1), but ceases to be feasible for (LP2). Suppose
x2 is a solution to (LP2) but not to (LP1), and A2x2 < b2. Therefore for small
enough ε ∈ (0, 1),

[
A1T

A2T
]T

(εx1 + (1− ε)x2) ≤
[
b1T

b2T
]T
, i.e. (εx1 + (1− ε)x2)

is feasible for (LP2). x2 is not a solution to (LP1), hence cTx1 > cTx2. ∴
cT (εx1 + (1− ε)x2) > cTx2 and (εx1 + (1− ε)x2) is feasible for (LP2). Therefore
x2 cannot be a solution to (LP2), which is a contradiction.

Now we are ready to prove the Proposition.

Proof. (⇒) If the mechanism is weakly utilitarian, the full information signal is a
solution to the unconstrained problem (OptBCE). If it is BIC with respect to full
information, that means the full information signal is in the feasible set even with
the obedience constraints, and is therefore the constrained optimum.

(⇐) Any optimal solution to the unconstrained problem (OptBCE) picks a dis-
tribution over the set of joint reports, each of which maximizes the total ex-ante
utility at each joint utility profile. Suppose the mechanism is not weakly utili-
tarian. This means the full information signal is not an optimal solution to the
unconstrained problem (OptBCE). But it is an extreme point of the unconstrained
feasible set. Under these conditions, by Fact 1, the full information signal can be-
come a constrained optimal BCE only if the prior distribution is such that at least
one of the obedience constraints (OBED) binds at the full information signal, which
is equivalent to the latter lying on the boundary of BICp defined by:

bd BICp =
⋃

ui,u′i,i

{µ ∈ ∆U : E (((pi (ui, u−i)− pi (u′i, u−i)) · ui) |ui) = 0}

=
⋃

ui,u′i,i

{µ ∈ ∆U :
∑

u−i∈U−i

((pi (ui, u−i)− pi (u′i, u−i)) · ui)µ(ui, u−i) = 0}

(3)

Therefore if µ ∈ int BICp and p is not weakly utilitarian on the support of µ,
full information cannot be optimal.

A.3 Proofs for Section 3.2

Proof of Theorem 1. Fix an ordinal mechanism p : R → ∆D.
Let πord be the signal corresponding to the (essentially unique) ordinal partition

of U , {U(R)}R∈R. Formally, πord : U → ∆R, πord(R|u) = 1{u∈U(R)} ∀ u ∈ U , R ∈ R.

33



We use π+
ord to generically denote the signal corresponding to any finite refinement

of the ordinal partition {U(R)}R∈R. Formally, π+
ord is a signal π+

ord : U → ∆T ,
π+
ord(T |u) = 1{u∈UT } ∀ u ∈ U , T ∈ T where T is some indexing set such that
{UT}T∈T is a partition of U , |R| ≤ |T | <∞ and UT ⊆ U(R) for some R for all T ∈
T . Going forward, abusing notation, we use πord and π+

ord to denote both the
aforementioned signals and the partitions of {U(R)}R∈R they correspond to. Let
Π+
ord denote the set of all signals corresponding to finite refinements of the partition
{U(R)}R∈R, including πord. Let µπ+

ord
denote the posterior belief over U induced by

π+
ord ∈ Π+

ord. That is, for π+
ord ∈ Π+

ord defined by π+
ord(T |u) = 1{u∈UT } ∀ u ∈ U , T ∈ T ,

supp µπ+
ord

= {E(u|u ∈ UT )}T∈T , with µπ+
ord

(E(u|u ∈ UT )) = µ(UT ), ∀ T ∈ T .
We are now ready to prove the theorem, which we do in the following steps.

Lemma A.3.1. Fix any π+
ord ∈ Π+

ord. The following are equivalent:

1. The allocation rule p is BIC with respect to µπ+
ord

.

2. The full information signal is a BCE of the basic game (p, µπ+
ord

).

Proof. Straightforward algebra show that, for any π+
ord ∈ Π+

ord, both BIC constraints
and obedience constraints defined by equation (OBED) with respect to the full
information signal are given by:

E (((pi(Ri, R−i)− pi(R′i, R−i)) · E(ui|(Ri, R−i))) |Ri) ≥ 0, ∀ i, Ri, R
′
i.

The claim follows.

Lemma A.3.2. πord is the optimal signal for p only if the full information signal
induces an optimal BCE in the basic game (p, µπ+

ord
) for any π+

ord ∈ Π+
ord.

Proof. p is BIC with respect to the prior µ, therefore BIC with respect to µπ+
ord

for
any π+

ord ∈ Π+
ord. Therefore by Lemma A.3.1, the full information signal induces a

BCE of the basic game (p, µπ+
ord

) for all π+
ord ∈ Π+

ord.
Using νf : U → ∆R to denote the full information signal
Clearly, from the objective in (OptBCE), for the basic game (p, µπ+

ord
), Eνf [V ] =∑

R

(∑
i
pi(R) · Eµ(ui|R)

)
µ (U(R)), which is not a function of π+

ord, as long as π+
ord ∈

Π+
ord.
Suppose there exists a π+

ord ∈ Π+
ord such that νf is not an optimal BCE of the

basic game (p, µπ+
ord

). Then the optimal BCE of (p, µπ+
ord

), say ν, produces strictly
higher ex-ante value than νf , i.e. Eν [V ] > Eνf [V ]. But Eνf [V ] is the value for p
when the information structure is πord. Therefore if such a π+

ord ∈ Π+
ord exists then

πord cannot be the optimal information structure for p.

Define U∗(p) = ⋃
R∈R
{u ∈ U : u ∈ U(R),∑

i
pi(R) · ui ≥

∑
i
pi(R′) · ui ∀ R′ ∈ R}.

That is, U∗(p) is that subset of U where the full information allocation under p is
utilitarian.
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Let E : ∆U → U denote the expectation operator. Define Supp* : ∆∆U ⇒ U
as Supp∗(π) = E(supp π) for all π ∈ ∆∆U , where supp : ∆∆U ⇒ ∆Θ is the usual
support correspondence. Clearly, for any π ∈ ∆∆U , p is weakly utilitarian over
Supp∗(π) if and only if Supp∗(π) ⊆ U∗(p).

For all R ∈ R, define C∗R,p = U(R) ∩ U∗(p) and C0
R,p = U(R) \ U∗(p).

Lemma A.3.3. An ordinal rule p : R → ∆D is weakly utilitarian over U =
[u, u]m×n with 0 ≤ u < u, if and only if p is a constant rule, i.e. p(R) = p0

for some p0 ∈ ∆D. Moreover, if p is not constant, there exists an R ∈ R and an
open subset U0 ⊆ U such that U0 ⊆ C0

R,p.

Proof. Let H = {a1, · · · , am}. Consider the ordinal preference profile P with ajPiaj′
for all 1 ≤ j < j′ ≤ m, i ∈ I, i.e. all agents have the same strict ordinal preference
over the objects under P . Fix any rule p : R → ∆D. Let p(P ) = [pij]m×n where pij
is agent i’s probability of getting object aj under the rule p at preference profile P .
Consider any R ∈ R such that p(R) 6= p(P ). Let p(R) = [qij]m×n. For any utility
profile u ∈ U , let us define vij = (uij − uim) for all i, j - agent i’s relative preference
for object j over object m. Define wij = (vij − vnj) for all i, j, which captures how
much more strongly agent i prefers object aj to am, compared to agent n, at utility
profile u.

Using the facts that ∑
j
pij = 1 for all i and ∑

i
pij = qaj

for all j, we have:

(p(R)− p(P )) · u =
∑

i≤n−1,j≤m−1
(qij − pij)wij (4)

We want to construct a u ∈ U such that there exists an open ball Bε(u) around
it for some ε > 0 so that (p(R)− p(P )) · u′ > 0 for all u′ ∈ Bε(u).

Define I−n = I \ n. Define = u−u
m+2 . Let d = ∆

3 .
Fix j ∈ {1, · · · ,m − 1}. Suppose (qij − pij) ≥ 0 for all i ∈ I ′ ⊆ I−n and

(qij − pij) < 0 for all i ∈ I ′′ ≡ I−n \ I ′. Choose any sequence {uij}i∈I ⊂ (u −
j∆ − d, u − j∆ + d) so that uij > unj for all i ∈ I ′ and unj > uij for all i ∈ I ′′,
uij 6= ui′j for all i 6= i′. Define dm = min

i≤n−1,j≤m−1
|uij − unj|. Choose any sequence

{uim}i∈I ⊂ (u−m∆− dm

2 , u−m∆ + dm

2 ), uim 6= ui′m for all i 6= i′. ∴ |uim− unm| <
|uij − unj| for all i ≤ n − 1, j ≤ m − 1. Fix i ≤ n − 1, j ≤ m − 1 such that
uij < unj. Therefore vij − vnj = (uij − unj) − (uim − unm) > 0, because in this
case |uij − unj| = (uij − unj) > 0, so (uim − unm) < (uij − unj). The case for those
i ≤ n− 1, j ≤ m− 1 such that uij > unj is analogous.

Clearly, u ≡ [uij] ∈ U(P ) is a utility profile for which (p(R)−p(P ))·u > 0. Define
d∗ = min

i,j,i′,j′
|uij−ui′j′ |, and ε = d∗

2 . Therefore for all u
′ ∈ Bε(u), (p(R)−p(P )) ·u > 0.

Setting U0 = Bε(u), we have the desired result.

Lemma A.3.4. There exists a finite refinement of πord, π+
ord, such that p is not

weakly utilitarian over Supp∗(π+
ord).
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Proof. The partition corresponding to πord is {U(R)}R∈R. Now refine this by split-
ting each partitional element U(R) as C∗R,p = U(R)∩U∗(p) and C0

R,p = U(R)\U∗(p).
By Lemma A.3.3 there exists R ∈ R such that C0

R,p has positive µ-measure. p
is not weakly utilitarian with respect to u0

R ≡ E(u|u ∈ C0
R,p) for R, therefore not

weakly utilitarian over Supp∗(π+
ord).

In order to complete the proof we observe that, by Lemma A.3.4 and Proposition
1, the truthful private ordinal information structure can be the optimal BCE for (p,
π+
ord), only if the prior distribution is such that the following holds (recalling the

statement of principal’s problem (P)):

E (((pi(Ri, R−i)− pi(R′i, R−i)) · E(ui|(Ri, R−i))) |Ri) = 0,

⇐⇒
∑

R−i∈R−i

(pi(Ri, R−i)− pi(R′i, R−i)) ·

 ∫
ui∈Ui(Ri)

uidµ(ui)
µ(U(Ri, R−i))


× µ(U(Ri, R−i))∑

R−i∈R−i

µ(U(Ri, R−i))
= 0

⇐⇒
∑

R−i∈R−i

(pi(Ri, R−i)− pi(R′i, R−i)) ·

 ∫
ui∈Ui(Ri)

ui

∫
u−i∈U−i

dµ(ui, u−i)


 = 0

(5)

for some i, Ri, R
′
i such that pi (Ri, R−i) 6= pi (R′i, R−i) for some R−i.

Equation (5) represents a hyperplane in the space of priors. The (finite) union
such hyperplanes across (Ri, R

′
i) pairs is a set of measure zero. This establishes part

1 of the statement of Theorem 1.
If, in addition, p is strategyproof, (pi(Ri, R−i)− pi(R′i, R−i)).E(ui|(Ri, R−i)) > 0

for all i, Ri, R
′
i, R−i such that pi(Ri, R−i) 6= pi(R′i, R−i). Hence,

E (((pi(Ri, R−i)− pi(R′i, R−i)).E(ui|(Ri, R−i))) |Ri) > 0 for all
(i, Ri, R

′
i) such that pi(Ri, R−i) 6= pi(R′i, R−i) for some R−i. By the full sup-

port assumption, all R ∈ R occur with positive probability. Hence the above
equality cannot hold.

Therefore the truthful recommendation signal cannot be the optimal BCE for
(p, π+

ord). Therefore by Lemma A.3.2, πord cannot be the optimal information struc-
ture for p.

For the rest of the appendices we use H = HQ to denote the multiset containing
qh copies of each object h ∈ H.

A.4 Proofs for Section 4.1

We first define some notation we would need for the proof of Lemma 2 in Section
4.1 as well as for Appendix A.6.
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Let p∗ : U → D be any deterministic utilitarian allocation rule.12

Fix i ∈ I, a ∈ H and u ∈ U such that an object recommended to agent i by the
OR signal with positive probability at u is a ∈ H, i.e. there exists a deterministic
utilitarian allocation at u ∈ U , which allocates a to i.

For all i ∈ I, a ∈ H, we use u−i,−a,D−i,−a and p∗−i,−a respectively to denote the
restriction of the utility profile u ∈ U , the set of allowable deterministic allocations
D and the fixed utilitarian allocation rule p∗ to H′ ≡ H\a, I ′ ≡ I \ i. Clearly, unless
object a has just one copy, u−i,−a is just u−i - the cardinal preferences of agents I ′

over H.

Proof of Lemma 2. With that background, the following claim is all we need
to prove Lemma 2.

Claim A.4.1. If the posterior top condition is satisfied, reporting his recommended
object under the OR signal as his most-preferred object is a best response for each
agent, when all other agents obey the recommendation.

Proof. Fix i ∈ I, a ∈ H.
Suppose the prior satisfies the posterior top condition. So at any cardinal prefer-

ence profile u, when agent i has been recommended object a under the OR signal, no
matter what he believes the utilitarian allocation of objects in H \ a among agents
I \ i to be, he weakly prefers his recommended object a to all other objects. Hence,
for all pi ∈ ∆H and all p−i,−a ∈ D−i,−a,

E(uia|p̂∗i (u) = a, p∗−i(u) = p−i,−a) ≥ pi · E(ui|p̂∗i (u) = a, p∗−i(u) = p−i,−a) (6)

Suppose other agents play some obedient strategy mobed
−i (p−i,−a) upon observing

any joint signal p−i,−a, i.e. under mobed
−i (·), every agent in I \ i reports his recom-

mended object as his most-preferred object.
Consider any strategy mi(a) played by agent i upon observing recommended

object a. The calculations below show that, in expectation, agent i is weakly better
off playing any obedient strategy mobed

i (a), i.e. reporting a as his most-preferred
object, compared to any other strategy mi(a).

12By our assumption of atomlessness of the prior µ, the utilitarian allocation rule is essentially
unique, i.e. two utilitarian welfare-maximizing allocation rules can differ only on a subset of U of
µ-measure zero.
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∑
p−i,−a∈D−i,−a

[
pi(mobed

i (a),mobed
−i (p−i,−a)) · E(ui|p̂∗i (u) = a, p∗−i(u) = p−i,−a)

]
× µ(p∗−i(u) = p−i,−a|p̂∗i (u) = a)
=

∑
p−i,−a∈D−i,−a

E(uia|p̂∗i (u) = a, p∗−i(u) = p−i,−a)µ(p∗−i(u) = p−i,−a|p̂∗i (u) = a)

≥
∑

p−i,−a∈D−i,−a

[
pi(mi(a),mobed

−i (p−i,−a)) · E(ui|p̂∗i (u) = a, p∗−i(u) = p−i,−a)
]

× µ(p∗−i(u) = p−i,−a|p̂∗i (u) = a). (By (6).)

Therefore agent i plays the obedient strategy, i.e. reports the recommended
object as his most-preferred object.

In order to complete the proof we observe that the mechanism is weakly efficient,
and at any utility profile u ∈ U , any recommended utilitarian allocation is feasible.
Therefore when each agent reports his recommended object as his top object, a
utilitarian allocation is implemented.

Proof of Theorem 2. By the revelation principle of information design (Berge-
mann and Morris, 2016), if there exists a signal which induces first-best with a given,
fixed mechanism, there exists a direct recommendation signal which induces First
Best.13 Therefore when the mechanism is Deferred Acceptance without Priorities,
which is equivalent to Random Serial Dictatorship (RSD), it is without loss to fix
the signal space to be the set of all strict ordinal preference ranking profiles P . Let
ν ∈ ∆(P × U) be the Bayes-correlated equilibrium which implements First Best.

Due to atomlessness of the prior µ, the utilitarian allocation, p∗(u) is unique and
deterministic on a subset of U of µ-measure 1. Therefore the first-best is imple-
mentable by RSD implies that the RSD allocation is deterministic with probability
one. Clearly, an RSD allocation is deterministic if and only if the set of Pareto
efficient deterministic allocations at the reported strict ordinal preference profile is
a singleton.

As the next step we use a well-known fact which we also prove for the sake of
completeness.

Fact. The set of Pareto efficient deterministic allocations is a singleton at a strict
ordinal preference profile only if every agent prefers his allocated object to all other
objects at that preference profile.14

13Bergemann and Morris (2016) consider finite state spaces but it is easy to see that the result
holds for state spaces which are compact subsets of metric spaces.

14The converse also holds but it is not necessary for our proof.
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Proof. Fix p ∈ D. Suppose P ∈ P is such that p is the unique Pareto efficient
allocation at P . Fix i ∈ I. Pick any j ∈ I \ i such that p̂i 6= p̂j. Take p′ ∈ D such
that p̂i = p̂′j, p̂i = p̂′j and p̂−i,−j = p̂′−i,−j. By assumption, p̂′ is Pareto inefficient at
P . Hence, p̂iPip̂j and p̂jPj p̂i (since we assumed strict preferences). By assumption∑
h
qh = n, therefore for all a ∈ H \ p̂i, there exists j ∈ I \ i such that p̂j = a. Hence,

p̂iPia for all a ∈ H \ p̂i, which proves the claim.

Fix a ∈ H and i ∈ I such that µ(p̂∗i (u) = a) > 0. Let Pi(a) be the set of
ordinal reports recommended to agent i with positive probability under ν, which
have object a on top. Because ν implements first-best, ν(Pi ∈ Pi(a)|p̂∗i (u) = a) = 1,
where Pi denotes i’s recommended report. By obedience of reports recommended
under ν, when i observes the recommended report Pi, he weakly prefers reporting
Pi to reporting any other ordinal preference. But by the above fact, he is indifferent
among reporting Pi and any other strict preference with a on top. Therefore all
equilibria induced by the OR signal are payoff equivalent to ν, i.e. induce first-best.

Proof of Proposition 2. The fact that 4 =⇒ 1, 2, 3 follows directly from
Lemma 2. That 2 =⇒ 4 follows from Theorem 2. Also obviously, 3 =⇒ 1, 2.
Below, we only show 1 =⇒ 4. This establishes the four-way equivalence.

(1 =⇒ 4): Suppose there exists an ordering � of agents such that First Best is
implementable by Serial Dictatorship by some signal ν. Without loss of generality,
let agent 1 be ranked first under the ordering �. Also without loss of generality,
under ν, the message space for agent 1 is the same as his action space, which is the set
of objects H. By the atomlessness of µ, the utilitarain welfare-maximizing allocation
is unique with probability 1. Because ν implements first-best, at every realized
cardinal preference profile, ν recommends to agent 1 the object he should receive
under the utilitarain welfare-maximizing allocation, with probability 1. Being the
dictator, agent 1’s optimal strategy given ν is to pick (one of) his posterior-most-
preferred object(s) after receiving any signal. Because ν implements the first-best,
at every realized cardinal preference profile, the object agent 1 should get under
the utilitarian allocation, is (among) agent 1’s posterior most preferred object(s).
By symmetry, this is true for all other agents as well. Therefore the posterior top
condition is satisfied.

A.5 Proofs for Section 4.2

Proof of Proposition 3. Sufficiency. Suppose the OR signal is informative on
each agent’s ordinal preferences. This means, if agent i prefers object b over a a
priori, but the realized utility profile u is such that the utilitarian allocation assigns
object a to agent i, agent i accepts this recommendation given his information set
(which tells him the utilitarian allocation at u). This holds for all i, both objects,
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and any u. Therefore a posteriori (conditional on receiving the OR signal) each
agent always wants the object he is supposed to get under the utilitarian allocation.
Therefore First Best is implementable by any weakly efficient mechanism.

Necessity. Suppose there exists i such that i’s a priori preference is for object
b, and some allocation p∗ ∈ D with p̂∗i = a such that whenever p∗ is the publicly
recommended allocation under the OR signal - i.e. whenever i knows that p∗ is a
utilitarian allocation - i continues to prefer b over a conditional on this information.
By the full support assumption on the prior, this happens with positive probability.
Therefore for such a prior, First Best cannot be implemented whenever agent i is
the first dictator under Serial Dictatorship.

Proof of Lemma 3. Let u ∈ U be a utility profile such that p ∈ D is the unique
and deterministic15 utilitarian allocation at u. Let Ia and Ib be the sets of agents
assigned objects a and b respectively under p.

Below, we show that p being the utilitarian allocation at u is equivalent to
rank(ûi,(a,b)) ≤ qa for all i ∈ Ia and rank(ûi,(b,a)) ≤ qb for all i ∈ Ib.

Necessity. Fix any i ∈ Ia, j ∈ Ib. Let p′ be the allocation obtained by exchanging
the allocation of i and j under p and leaving those of the rest of the agents unchanged.
By the utilitarianism of p, p · u ≥ p′ · u. This gives ûi,(a,b) ≥ ûj,(a,b). Analogously it
follows that ûj,(b,a) ≥ ûi,(b,a) for all j ∈ Ib, i ∈ Ia. Therefore necessity follows.

Sufficiency. Fix a deterministic allocation p′. Let I ′a ⊆ Ia and I ′b ⊆ Ib be the
sets of agents whose allocation changes between p and p′. Clearly |I ′a| = |I ′b| ≤ qb.
ûi,(a,b) ≥ ûj,(a,b) for all i ∈ I ′a, j ∈ I ′b. ∴

∑
i∈I′a

uia + ∑
j∈I′

b

ujb ≥
∑
i∈I′a

uib + ∑
j∈I′

b

uja =⇒∑
i∈Ia\I′a

uia+ ∑
j∈Ib\I′b

ujb+
∑
i∈I′a

uia+ ∑
j∈I′

b

ujb ≥
∑

i∈Ia\I′a
uia+ ∑

j∈Ib\I′b
ujb+

∑
i∈I′a

uib+
∑
j∈I′

b

uja ⇐⇒

p · u ≥ p′ · u.
As we saw above, the public OR signal is equivalent to letting each agent

know the complete set of agents Ia who have ûi,(a,b)) ≤ qa. On the contrary,
the rank-threshold signal conveys to each agent i only whether rank(ûi,(a,b)) ≤
qa. However, note that when agent preferences are i.i.d., these two informa-
tion sets are equivalent. Therefore in that case, E(ûi,(a,b)|rank(ûi,(a,b)) ≤ qa) =
E(ûi,(a,b)|public OR signal where the allocation of agent i is a) and similarly when
the allocation is b. The establishes the equivalence.

Proof of Proposition 4. Suppose, without loss, all agents prefer object a over
b a priori. At any utility profile u, all qb agents allocated b under the utilitarian
allocation rule has the same information under the rank threshold signal, therefore
the same posterior belief. Therefore, either all of them update their belief to pre-
fer b a posteriori, in which case the First Best allocation for that utility profile is

15In other words, u is generic - it lies outside the set of u’s of µ-measure zero for which there
exist more than one different utilitarian allocations.
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implemented, or all of them continue to prefer a a posteriori, in which case the
same allocation which would have been implemented under no information ensues.
Therefore ex-ante aggregate welfare is weakly higher than in the no information
case.

A.6 Proof of Theorem 3

Proof. We proceed in two steps, after which we apply Lemma 2 to conclude the
desired result. We use the notation from Appendix A.4, and define the following in
addition.

For all u ∈ U such that p̂∗i (u) = a, define u∗−i,−a = max
p∈D−i,−a

p · u−i,−a. That is,
u∗−i,−a is the maximized social welfare of the economy consisting of agents I ′ and
objects (including copies) H′ at utility profile u−i,−a. Clearly, u∗−i,−a = p∗−i,−a(u) ·
u−i,−a, because any utilitarian rule is utilitarian over the subset of agents I ′ and the
set of objects allocated to them under the utilitarian rule, H′. Analogous to agent
i’s relative preference for object a over b, we can define the rest of the society - I ′’s
- utilitarian relative preference for a over b as û∗−i,−b,−a ≡ u∗−i,−b − u∗−i,−a ∀ a, b ∈
H, i ∈ I.

Analogously, for all i ∈ I, a, b ∈ H we use ui,−a and ui,−a,−b to denote i’s utility
profile restricted to objects in H \ a and H \ {a, b} respectively.

Claim A.6.1. At utility profile u ∈ U , any deterministic utilitarian welfare-
maximizing rule allocates object a to agent i if 16,

ui,a − ui,b > u∗−i,−b − u∗−i,−a ∀ b ∈ H (UtilSuff)

and only if,

ui,a − ui,b ≥ u∗−i,−b − u∗−i,−a ∀ b ∈ H (UtilNess)

Proof. Fix u ∈ U and i ∈ I.
(Necessity) Suppose p̂∗i (u) = a for some a ∈ H. Further suppose, by way of

contradiction, that (UtilNess) does not hold. Therefore, there exists b ∈ H \ h such
that, ui,a + u∗−i,−a < ui,b + u∗−i,−b, i.e. the feasible allocation which assigns object
b to agent i and chooses a deterministic feasible allocation of objects H \ a among
agents I \ i which maximizes the total welfare of agents I \ i, gives strictly greater
social welfare than p∗ at u. This is a contradiction.

(Sufficiency) Suppose (UtilSuff) holds. We want to show that, p̂∗i (u) = a. By
way of contradiction, suppose there exists b ∈ H \ a such that p̂∗i (u) = b. Therefore

16For our proofs we only need the necessity part but we present the sufficiency conditions as well
for the sake of completeness.
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by (UtilNess), ui,b + u∗−i,−b ≥ ui,a + u∗−i,−a. However, by (UtilSuff), ui,a + u∗−i,−a >

ui,b + u∗−i,−b. This is a contradiction.

Claim A.6.2. Under either of conditions (1) and (2), the posterior top condition
is satisfied.

Proof. Fix p ≡ (pi, p−i) ∈ D such that p̂i = a. Therefore p−i ∈ D−i,−a. Note that
p∗−i(u) = p−i ⇔ u−i ∈ {u−i ∈ U−i : p−i ·u−i ≥ p′−i ·u−i ∀ p′−i ∈ D−i,−a} =: U−i,p−i

(a).
Fix any object b ∈ H \ a. Below we calculate the interim expected relative

preference of agent i for object a over object b, when agent i has been recom-
mended object a, and he knows that the other agents have been jointly recom-
mended the allocation p−i, i.e. when agent i knows u to be such that p∗(u) = p.
Subsequently we take expectation over all u−i such that p̂∗i (u) = a to conclude that
E
(
ûi,(a,b) | p∗i (u) = a

)
≥ 0.

Fix any ui,−a, u−i.

E(uia|p∗(u) = p, ui,−a, u−i)
= E(uia|p · u ≥ p′ · u ∀ p′ ∈ D, ui,−a, u−i)
= E(uia|uia ≥ max

h∈H\a
(uih + û∗−i,−h,−a), ui,−a, u−i) (by Claim A.6.1 and atomlessness of µ)

≥ E(uia|uia ≥ uib + û∗−i,−b,−a, uib, ui,−a,−b, u−i) (∵ max
h∈H\a

(uih + û∗−i,−h,−a) ≥ uib + û∗−i,−b,−a)

Taking expectation over ui,−a,−b on both sides,

E(uia|p∗(u) = p, uib, u−i)
= E(uia|uia ≥ uib + û∗−i,−b,−a, uia ≥ max

h∈H\a,b
(uih + û∗−i,−h,−a), uib, u−i)

≥ E(uia|uia ≥ uib + û∗−i,−b,−a, uib, u−i) (7)

Recall equation (Reg) from the definition of Regularity. Putting H ′ = H \ b,
Ii,H′ = {ui,−b ∈ Ui,−b : uia ≥ max

h∈H\a,b
(uih + û∗−i,−h,−a), u−i} and I = {u ∈ U : uia ≥

uib + û∗−i,−b,−a, u−i} in equation (Reg), and using equation (7) we have,

|E(uia|uia ≥ max
h∈H\a

(uih + û∗−i,−h,−a), u−i)− E(uia|uia ≥ uib + û∗−i,−b,−a, u−i)|

= E(uia|uia ≥ max
h∈H\a

(uih + û∗−i,−h,−a), u−i)− E(uia|uia ≥ uib + û∗−i,−b,−a, u−i)

≥ E(uib|uia ≥ max
h∈H\a

(uih + û∗−i,−h,−a), u−i)− E(uib|uia ≥ uib + û∗−i,−b,−a, u−i)

⇒ E(uia|uia ≥ max
h∈H\a

(uih + û∗−i,−h,−a), u−i)− E(uib|uia ≥ max
h∈H\a

(uih + û∗−i,−h,−a), u−i)

≥ E(uia|uia ≥ uib + û∗−i,−b,−a, u−i)− E(uib|uia ≥ uib + û∗−i,−b,−a, u−i)
⇒ E(ûi,(a,b)|p̂∗i (u) = a, u−i) ≥ E(ûi,(a,b)|ûi,(a,b) ≥ û∗−i,−b,−a, u−i) (8)
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Taking expectation of the above over u−i ∈ U−i,p−i
we have,

E(ûi,(a,b)|p∗(u) = p) = E
(
E(ûi,(a,b)|p̂∗i (u) = a, u−i)|p̂∗i (u) = a, p∗−i(u) = p−i

)
= E

(
E(ûi,(a,b)|p̂∗i (u) = a, u−i)|p̂∗i (u) = a, u−i ∈ U−i,p−i

)
= E

(
E(ûi,(a,b)|p̂∗i (u) = a, u−i)|u−i ∈ U−i,p−i

)
(∵ ui ⊥⊥ u−i)

≥ E
(
E(ûi,(a,b)|ûi,(a,b) ≥ û∗−i,(−b,−a), u−i)|u−i ∈ U−i,p−i

)
(by (8)) (9)

Agent i knows u is such that p̂∗i (u) = a. Fix object b ∈ H \ a and pick any j ∈ I
such that p̂∗j(u) = b. Therefore uia+ujb+p−i,−j ·u−i,−j ≥ uib+uja+p−i,−j ·u−i,−j, i.e.
ûi,(a,b) ≥ ûj,(a,b). This is true for all qb agents j ∈ I such that p̂∗j(u) = b. Therefore
ûi,(a,b) ≥ max

p̂∗j (u)=b
ûj,(a,b). Clearly, û∗−i,(−b,−a) = max{ max

p̂∗j (u)=b
ûj,(a,b), other terms} ≥

max
p̂∗j (u)=b

ûj,(a,b).

Below we show that whenever agent i knows that his utilitarian allocation is
object a, a is among his posterior most-preferred objects.

Let ûr,(a,b) denote the r-th lowest value in {ûj,(a,b)}j∈I , r ≤ n.
Taking expectation over u−i such that p̂∗i (u) = a in (9),

E(ûi,(a,b)|p̂∗i (u) = a) ≥ E
(
ûi,(a,b)|ûi,(a,b) ≥ û∗−i,(−b,−a)

)
= Eu−i

(
Eui

(
ûi,(a,b)|ûi,(a,b) ≥ û∗−i,(−b,−a), u−i

))
(∵ ui ⊥⊥ u−i)

≥ Eu−i

Eui

ûi,(a,b)|ûi,(a,b) ≥ max
p̂∗j =b

ûj,(a,b), u−i


∵ û∗−i,(−b,−a) ≥ max

p̂∗j =b
ûj,(a,b), and Eui

(
ûi,(a,b)|ûi,(a,b) ≥ v, v

)
is an increasing function of v


≥ Eu−i

(
Eui

(
ûi,(a,b)|ûi,(a,b) ≥ ûqb,(a,b), u−i

)) ∵ max
p̂∗j =b

ûj,(a,b) ≥ ûqb,(a,b)


= Eu−i

(
Eui

(
ûi,(a,b)|rank(ûi,(b,a)) > qb, u−i

)) (
∵ ûi,(a,b) ≥ ûqb,(a,b) ⇔ rank(ûi,(b,a)) > qb

)
= E(ûi,(a,b)|rank(ûi,(b,a)) > qb)
≥ 0 (By no strong a priori preferences)

The above holds for any b ∈ H \ a. Therefore, a is among agent i’s posterior
most-preferred objects.

By the above analysis, the posterior top condition is satisfied under each of the
two sets of conditions outlined in the theorem. Therefore first best is implementable
by any weakly efficient mechanism using the public OR signal, by Lemma 2.

A.7 Proofs for section 5.3

Proof of Proposition 6. The “if” direction is obvious. For seeing why the
other direction holds, fix a mechanism p : U → ∆D. Let p∗(u) denote the set of
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allocations which maximize the utilitarian welfare at the cardinal preference profile
u. Formally, p∗(u) = arg max

p̃∈p(U)
p̃ · u ⊆ p(U). Define the correspondence U∗p : U ⇒ U

as U∗p (u) = p−1(p∗(u)) ⊆ U ∀ u ∈ U . Pick any prior µ ∈ int BICp such that p is
not µ-almost surely weakly utilitarian, i.e. µ

(
u ∈ U∗p (u)

)
< 1.

Clearly, p∗(u) is non-empty, so U∗p (u) is also non-empty for all u. Therefore, by
the Axiom of Choice we can define a function T : U → U such that T (u) ∈ U∗p (u)
for all u ∈ U .17

Now define the signal:

νε(u′|u) =


1− ε if u′ = u,

ε, if u′ = T (u),
0, otherwise,

which is simply an ε-mixture of the unconstrained optimal signal ν∗(u′|u) =1, if u′ = T (u),
0, otherwise,

with the full information signal νF (u′|u) =

1, if u′ = u,

0, otherwise.
By the interiority of µ, for a sufficiently small ε, νε is feasible and strictly increases

the objective value (∵ µ
(
u ∈ U∗p (u)

)
< 1), which proves the claim.

A.8 Proofs for Section 6.1

Proof of Proposition 7. Let the two objects be a and b. Without loss, let us
assume qa ≥ qb.

Let p̃ : RD → ∆D be a strategyproof and efficient allocation mechanism, where
RD is the dichotomous domain. Suppose at some preference profile u ∈ RD, p is a
utilitarian welfare-maximizing deterministic allocation, and p′ ∈ supp(p̃(u)), i.e. p′

is the allocation if p̃ is deterministic, and it is an ex-post allocation realized after p̃
is run on report u, if q involves randomization.

Let Ia and Ib be the sets of agents allocated to objects a and b respectively,
under p. Let I ′a ⊆ Ia and I ′b ⊆ Ib be the sets of agents whose allocations are
switched between p and p′. Clearly |I ′a| = |I ′b| ≤ qb.

By way of contradiction, let us assume p′ is not utilitarian welfare-maximizing.
∴ p · u > p′ · u, which means ∑

i∈I′a
ûi,(a,b) >

∑
j∈I′

b

ûj,(a,b). Therefore ûi,(a,b) > ûj,(a,b)

for some i ∈ I ′a, j ∈ I ′b. In the dichotomous domain this is possible only if ûi,(a,b) = 1
and ûj,(a,b) = −1, i.e. i prefers a to b and j prefers b to a at u. j ∈ I ′b ⊆ Ib (resp.
i ∈ I ′a ⊆ Ia), which means j is allocated object a under p′ and b under p (resp. i is
allocated object b under p′ and a under p′). Therefore agent i and j could exchange

17We use such a construction of T for simplicity. More generally, we could have defined T as
any map T : U → ∆U such that T (u) ∈ ∆U∗p (u) for all u ∈ U , and modified the definition of νε
accordingly.
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the objects allocated to them under p′ to make both of them better off. This is a
contradiction to the efficiency of p̃.

Proof of Proposition 8. First note that for any ordinal utility space U each R ∈ R
corresponds to exactly one u ∈ U , i.e. there is a one-to-one mapping between U and
R which captures this, say T : R → U . Therefore if p∗ : U → D is a deterministic
utilitarian mapping, it can be implemented by the ordinal mechanism p : R → D
where p(R) = p∗ ◦ T (R).

The proof of Proposition 8 uses the ordinal mechanism p ≡ p∗ ◦ T for a given
deterministic utilitarian mechanism p∗, and relies on Theorem 1 of Dasgupta and
Mishra (2020), which states that every ordinal mechanism which satisfies neutral-
ity and elementary monotonicity (EM) is ordinally Bayesian incentive compatible
(OBIC), when the prior is independent and uniform over the set of m! possible
strict ordinal rankings over objects.18 As is obvious from the definition of OBIC
used by Dasgupta and Mishra (2020), OBIC implies BIC. Below we show that p
satisfies both neutrality and EM. While both definitions are available in Dasgupta
and Mishra (2020), we define them here once again for the sake of completeness.

A mechanism p : P → ∆D is neutral if for every p ∈ P and every permutation
σ : H → H, pi,h(P ) = pi,σ(h) (σ(P )) for all i, h, i.e. the “names” of objects do not
matter. A utilitarian mechanism obviously satisfies neutrality.

A mechanism p satisfies elementary monotonicity if for every i ∈ I, every P−i ∈
Pn−1, and every Pi, P ′i ∈ P such that some objects a and b are ranked consecutively
in Pi with aPib, and are swapped in P ′i (without changing anything else), we have,

pib (P ′i , P−i) ≥ pib (Pi, P−i) , and pia (P ′i , P−i) ≤ pia (Pi, P−i) ,

i.e. when two consecutively ranked objected are swapped in an agent’s report,
the agent’s shares of those objects change in the “right” directions.

Now we show that in an ordinal rank-value domain, any deterministic utilitarian
mechanism satisfies elementary monotonicity. By way of contradiction, suppose not.
Note that for a deterministic mechanism p, the only way it can violate EM is, if
there exist i, Pi, P ′i , P−i, a, b as described above, and pib = 1, p′ib = 0, where we use pih
and p′ih to denote pih (Pi, P−i) and pih (P ′i , P−i) respectively, for all h ∈ H. Suppose
this holds. p′ib = 0, so there must exist some c ∈ H, c 6= b such that p′ic = 1. By
condition (UtilNess) of Claim A.6.1, pib = 1 =⇒ ui,b − ui,c ≥ u∗I\i,H\c − u∗I\i,H\b.
By the ordinal rank-value property of the domain, for any c /∈ {a, b}, u′i,c = ui,c.
By the same property, because the rank of b improves from Pi to P ′i , u′i,b > ui,b.
Therefore u′i,b − u′i,c > ui,b − ui,c ≥ u∗I\i,H\c − u∗I\i,H\b for all c such that bPic (Note
that P−i, and hence u−i, remains the same in the two reported preference profiles).

18In Dasgupta and Mishra (2020)’s setting n = m and qh = 1 for all h. However it is easy to see
that nothing changes in their proof even in the more general setting that we use.
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∴ p′ic = 0 for all c such that bPic, by (UtilNess). Therefore p′id = 1 for some d
such that dPib. Therefore again, by (UtilNess), u′i,d − u′i,b ≥ u′∗I\i,H\b − u′∗I\i,H\d =
u∗I\i,H\b − u∗I\i,H\d. By the ordinal rank-value property, u′id = uid. Combined with
the fact that u′ib > uib, this implies ui,d − ui,b > u∗I\i,H\b − u∗I\i,H\d, i.e. ui,b − ui,d <
u∗I\i,H\d − u∗I\i,H\b. Therefore pib cannot be equal to 1 - a contradiction. This shows
that any deterministic utilitarian mechanism satisfies EM.
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