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Abstract

I study a dynamic trading game where a seller and potential buyers start out symmet-
rically uninformed about the quality of a good, but the seller becomes informed about the
quality, so that the asymmetric information between the agents develops over time. The in-
troduction of a widening information gap results in several new phenomena. In particular,
the interaction between screening and learning generates nonmonotonic price and trad-
ing patterns, contrary to the standard models in which asymmetric information is initially
given. If the seller’s effective learning speed is high, the equilibrium features “collapse-
and-recovery” behavior: Both the equilibrium price and the probability of a trade drop at a
threshold time and then increase later. The seller’s payoff is nonmonotonic in his learning

speed, as a slower learning speed can lead to higher payoff for the seller.
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1 Introduction

Akerlof’s seminal 1970 paper on adverse selection shows that existence of asymmetric infor-
mation can lead to inefficient trade outcomes. In the literature following Akerlof’s work, many
researchers have investigated the dynamic impact of the adverse selection problem. Yet despite
this focus, most existing models assume that the asymmetric information exists initially, in the
sense that one side of transaction starts with superior information than the other. However, there
are many economic environments in which neither agent is perfectly informed in the beginning
and one side gradually obtains information, so that the information gap between the agents
grows over time. This observation relates to the main innovation of this paper: I consider a dy-
namic trading situation where the degree of asymmetric information between agents develops
over time, and analyze its effects on trading patterns and efficiency.

Developing asymmetric information is a general phenomenon that arises in many environ-
ments. Consider, for instance, an entrepreneur who wants to sell his start-up firm. When the
entrepreneur starts the company, he is not sure about the prospects of his firm or the technology
that his firm creates, but over time, he learns about the firm’s viability. Trading of a securi-
tized asset (where asset holders are gradually informed about the quality of complex assets,
such as collateralized mortgage obligations) and a market for “talent” (where a manager gains
an informational advantage regarding the potential of his talent agents) are other environments
with asymmetric information. The common theme underlying these examples is the feature of
“learning-by-holding.” As people hold or use a good, they observe more signals and thereby
gain an informational advantage. If an economic environment has the feature of learning-by-
holding, the degree of the asymmetric information may increase over time.

To investigate the impact of developing asymmetric information, I study a stylized model of
a dynamic trading game between a single seller and a sequence of potential buyers. The seller
holds an indivisible unit of a good, the quality of which is either high or low. The potential
buyers randomly arrive to be matched with the seller. Upon arrival, the buyer observes how long
the good has been up for sale (time-on-the-market) and makes a take-it-or-leave-it offer to the
seller. In contrast to existing models, all agents are initially uninformed about the quality of the
good and have a common prior belief. Over time, the seller exogenously learns the quality of the
good by observing the arrival of a perfectly informative signal. The buyers remain uninformed
about the quality of the good; they also do not know whether the seller is informed about it.

The introduction of developing asymmetric information results in several new phenomena.

In particular, the interaction between the seller’s learning and the buyers’ equilibrium behavior



generates nonmonotonic price and trading patterns, contrary to the standard models in which
asymmetric information is initially given. Equilibrium dynamics depend on the effective speed
of learning of the seller, which is the ratio of the seller’s speed of learning to the arrival rate of
the buyers.

In this model, the buyers form two layers of beliefs, the evolution of which works as one
of the main driving forces of nonmonotonic equilibrium dynamics. Since the buyers observe
neither the quality nor the seller’s learning, they form beliefs about the quality of the good and
about the seller’s belief about the quality of the good. This belief structure is different from
the one in the existing models of dynamic adverse selection in which it is common knowledge
that the seller is informed. Specifically, in this model the buyers form beliefs about the seller’s
status, which fall into one of the following three types: (1), the seller is informed that his good
is of high quality; (2), he is informed that his good is of low quality (a “lemon”); or (3), that he
is uninformed about the quality of the good.

In the early stage of the game, the buyers believe that the seller is highly likely to be unin-
formed and that the degree of asymmetric information is small. Therefore, if the buyer arrives
early, he targets the uninformed seller by offering a middle-range price. Over time, the seller
becomes more informed. If the seller finds that his good is of high quality, then he rejects the
middle-range price in hopes of selling at a higher price. But the informed seller with a lemon
accepts the middle-range price as waiting is more costly for him. As a result, if the buyer who
arrives late targets an uninformed seller by a middle-range price offer, the probability of getting
a low-quality good is higher.

If the effective learning speed of the seller is sufficiently high (a fast-learning case), the
equilibrium features a “collapse-and-recovery” pattern. If the learning speed is high, the prob-
ability that the seller is uninformed rapidly decreases, so buyers become increasingly worried
about the quality of the good when targeting an uninformed seller. Therefore, there is a thresh-
old time after which it is no longer optimal for buyers to target an uninformed seller. Therefore,
after the threshold time buyers target only the informed seller of a lemon. As a result, both the
equilibrium price and the probability of a trade drop at the threshold time. On the other hand,
an informed seller with a high-quality good rejects both a middle-range price and a low price,
so the overall expected quality of the good increases over time. Therefore, there exists a second
threshold time at which the expected quality is high enough that the buyers begin to offer a
high price to target all types of sellers. The equilibrium trading price thus jumps at the second
threshold time.

If the seller’s effective speed of learning is low (a slow-learning case), then the probability



that the seller is uninformed remains sufficiently high for a long period, and it is optimal for
buyers to offer a middle-range price for that period. Thus the overall expected quality of the
good increases over time, because the informed seller with a high-quality good does not trade.
Therefore, similar to the fast-learning case, there exists a threshold time at which the buyers
begin to offer a high price to target all types of sellers.

On the other hand, the equilibrium price before the threshold time may also be nonmono-
tonic, because of the seller’s value of information. In the early stage of the game, buyers target
an uninformed seller. This behavior generates a positive value of information for the seller,
since the informed seller can adjust his offer acceptance behavior depending on the informa-
tion received, and achieve a strictly higher payoff. So the uninformed seller, who expects to be
informed later, factors the value of the future information into his current reservation price. |
show that the change in the value of information may lead to a nonmonotonic reservation price
for the seller, leading to a nonmonotonic equilibrium trading price.

After analyzing the equilibrium behavior, I conduct some comparative statics. I show that
the threshold time decreases as the learning speed of the seller increases. If the learning speed
is arbitrarily small, then the equilibrium of this model converges toward the equilibrium in
the model with symmetrically uninformed agents. On the other hand, as the learning speed
increases to infinity, the model converges toward the model with initial asymmetric information,
and hence the collapse occurs almost immediately after the beginning of the game.

Lastly, I show that the seller’s payoff is nonmonotonic with regard to his own learning speed.
It is well known that in a situation with initial asymmetric information, the trade surplus is lower
(because of the adverse selection problem) and the seller’s payoff is higher (because of infor-
mation rent) compared to an environment with symmetric information. In my model, while the
trade surplus decreases as the learning speed increases, the seller may achieve a higher payoff
in a case with asymmetric information than in a case where he is initially informed. The higher
the seller’s learning speed is, the greater division of the surplus the seller obtains. However,
if the learning speed is too high, inefficiency caused by asymmetric information becomes too

large, leading to a smaller payoff for the seller.

1.1 Related Literature

This paper contributes to the rich literature of dynamic adverse selection. These papers investi-
gate the dynamic impact of asymmetric information in various contexts, such as a dynamic bar-

gaining game with interdependent values (Evans, 1989; Vincent, 1989; Deneckere and Liang,



2006; and Fuchs and Skrzypacz, 2010), a sequential search model (Horner and Vieille, 2009;
Zhu, 2012; Kaya and Kim, 2013; and Lauermann and Wolinsky, 2013), an equilibrium search
framework (Moreno and Wooders, 2010; Kim, 2011; Camargo and Lester, 2011; and Guerrieri
and Shimer, 2013), and a dynamic signaling model (Janssen and Roy, 2002; Daley and Green,
2012; and Fuchs and Skrzypacz, 2013). All of these papers assume that asymmetric information
is initially given, so that from the beginning one side of transaction is perfectly informed about
the quality of the good. On the other hand, the present paper considers an environment where
asymmetric information increases. Moreover, the richer equilibrium trading dynamics of this
paper contribute to the applicability of the literature.

Daley and Green (2012) consider a dynamic setting in which stochastic information (news)
about the value of a privately-informed seller’s asset is gradually revealed to a market of buyers.
So in their model, asymmetric information is initially given and exogenously dissolves over
time. In contrast, the present paper considers a case in which agents are initially symmetrically
uninformed, and then asymmetric information exogenously increases. Both papers show trading
patterns that differ from those in the standard model, but the trading dynamics are different, as
is the intuition behind the results.

Plantin (2009) and Bolton ef al. (2011) consider finite-horizon models in which the seller
learns the quality of his asset. In their models, the learning of the seller occurs in a single period.
On the other hand, the present paper models the learning process in a full dynamic setting, and
finds various equilibrium trading dynamics and underlying belief evolutions. Moreover, the
dynamic model in the paper make it possible to conduct comparative statics.

Choi (2013) studies a stationary dynamic equilibrium model of a resale market with adverse
selection in which new owners are uninformed and slowly learn the quality of their acquisitions.
He characterizes steady-state equilibria of the model and shows that trade efficiency increases as
the learning speed of the seller increases. In this paper, I consider a nonstationary environment
and analyze the dynamics of trading patterns.

The remainder of the paper is as follows. Section 2 describes the model and shows some
preliminary observations. Section 3 presents equilibria under the slow- and fast-learning cases
and describes the equilibrium dynamics with the underlying belief evolution. Section 4 presents
comparative statics of some important equilibrium values as well as the trade surplus and its
division. Section 5 discusses the implications of the results for the recent financial crisis and
the role of assumptions of the model. Section 6 concludes. Some of the proofs are presented in

the Appendix.



2 Model

Time ¢ > 0 is continuous. There is a long-lived seller with a countably infinite number of
potential buyers. The seller holds an indivisible unit of a good. Buyers arrive at random times
which correspond to the jumping times of a Poisson process with constant rate A. Upon arriving,
the buyer observes only how long the the seller has stayed in the game, that is, the calendar time
t. In particular, the buyer does not observe the history of past offers.! Then the buyer makes
a take-it-or-leave-it offer p. If the seller accepts the offer, then the game ends. Otherwise, the
buyer leaves and the seller waits for subsequent buyers.? The seller discounts future payoffs at
arate r > 0.

The quality 6 of the good is determined by Nature and is either high (H) or low (L).
At time zero, all agents of the game are uninformed, and they form a common prior belief
qo that the quality of the good is high. Over time, the seller privately receives a series of
perfectly informative signals which arrive according to a Poisson process of constant rate p.
The processes of the arrival of signals and the arrival of the buyers are independent. Since each
signal is perfectly informative, upon the first arrival of the signal the seller is perfectly informed
about the quality of the good.>

The valuation of the good to the buyers is common to all of them and is denoted by vy,
where vy > vr. The seller values the good at a discounted proportion of @ < 1. Therefore, the
trading of a quality-6 good yields (1 — &)vg of trade surplus.*

An outcome of the game is a triple (0,7, p), with the interpretation that the realized type is
0 and that the trade occurs at time ¢ with price p. The case t = oo (with p = 0) corresponds to
the outcome in which the trade does not occur. The payoff of the buyer at time 7 is vg — p if
the outcome is (0,2, p), and zero otherwise. There are two ways to represent the seller’s payoff.

The first interpretation, which I adopt in the following analysis, assumes that each signal carries

r

a dividend of size xg = 5

vg. The size of each dividend is precisely determined to ensure that

'So the model considers a case in which previous offers are kept hidden to future buyers. To read about the
effect of the information available to potential buyers on trading dynamics and efficiency, see Noldeke and van
Damme (1990); Swinkels (1999); Horner and Vieille (2009); Kim (2011); Fuchs et al. (2012); and Kaya and Liu

(2013).
2The assumptions on the arrival process and on the information of the buyers are similar to those of Kim (2011)

and Kaya and Kim (2013).
3Models with different information processes are discussed in Section 5.
“The fact that the trade surplus increases in the quality of the good is not crucial in deriving the equilibrium of

the model. Indeed, the result is robust under cases in which the trade surplus is independent or decreasing in the

quality of the good, as long as the parameter values satisfy a relevant assumption (counterpart to Assumption 1).



the present expected value of the dividend from quality-6 good is vg. Then it is assumed that
the seller values each dividend at a rate @ < 1.7 Alternate interpretation is that the seller incurs
a production cost avg at the time of trade, so the payoff is realized after the trade occurs. It is
immediate to verify that this interpretation yields the same incentives of the agents.

The paper analyzes the environment where there is a sufficiently high probability of a low-
quality good (lemon). Consider a static bargaining game where the seller knows the quality
of his good. In order to attract all types of sellers, the buyer must offer no less than avy, the
minimum reservation price of the seller with the high-quality good. So the trade outcome is not

efficient if offering such a price yields negative payoffs to the buyer, that is,

v(qo) < oy,

where v(qo) = qovi + (1 —qo)vy is the ex ante value of the good to the buyers. I call the above
inequality the static lemons condition. Note that the condition holds if the prior g is sufficiently
small. In fact, define ¢* such that g*vy + (1 — ¢*)v, = avy. Then the static lemons condition
can be equivalently written as

q0<q".

I am particularly interested in the case where the seller is sufficiently patient. Specifically, 1

make the following parametric assumption:

Assumption 1.

(q0) < ——av(qo) + ——a
VqO }’—l—)L VC[O r—|—l VH.

Assumption 1 ensures that the seller has non-trivial intertemporal incentives. It implies that
the buyer’s offer targeted to the uninformed seller (which is at most v(go)) is rejected if the
uninformed seller expects that he will receive a non-screening offer (at least avy) at the next
match. Note that static lemons condition is a necessary condition for Assumption 1. Given
the static lemons condition, the assumption is satisfied when the value of /A is sufficiently
small. Although Assumption 1 is not a necessary condition for the basic economic mechanism

I highlight in this paper, it contributes to the analytical tractability of the model.

3One interpretation is that the seller is more impatient than the buyers.
SIf the static lemons condition is not satisfied, then there exists an equilibrium where the first buyer offers a

trade-ending price to end the game. If the static lemons condition is satisfied, for a range of parameters that does
not satisfy the assumption, there exists an equilibrium whose structure is similar to the one described in the paper.
However, in this case it is difficult to get a clear equilibrium characterization result, such as a payoff equivalence

result within the set of equilibria of the model.



The information process implies that, at any time ¢ > O the seller is one of the following
three types: 1) one who has received a lump-sum payoff xg, and so is informed that his good
is of high quality; 2) one who is informed that his good is of low quality; and 3) one who has
not received a payoff and so is uninformed about the good’s quality. I will denote g (good type)
for the informed seller with the high-quality good, b (bad type) for the informed seller with the
low-quality good, and u (uninformed) for the uninformed seller.

Since the signal is perfectly informative, the good-type (bad-type) seller believes that the
quality is high (low) with probability one. The uninformed seller’s belief stays the same at the
prior go. Because the arrival rate of the information is the same for all 8, not receiving any
signal does not provide additional information.

The buyers’ beliefs are represented by a function ¢ : R — A{g,u,b}. Let ¢,(t) = ¢ (1) (z) (z =
g,u,b) be the belief of the buyer at time 7 that the seller is type z. Then it is straightforward that
$.(0) = 1, and that ¢,(¢) + ¢.(r) + ¢»(t) = 1 for any ¢ > 0. Let g(r) be the buyer’s (uncon-
ditional) belief at time 7 that the quality of the good is high. Then ¢(0) = g, and ¢(¢) can be

expressed as a function of ¢,(¢):

q(t) = dg(t) + ¢u(t)qo.

The offer strategies of the buyers are represented as a mapping op from R to a set of
probability distributions over IR, where o () denotes a probability distribution of the buyer’s
offer at time 7. I denote op(t) = p’ when op(¢) is a degenerate distribution at price p’. The
acceptance strategy of the seller is represented by a function oy : {g,u,b} x Ry x Ry — [0,1]
where 05(z,7, p) denotes the probability that a type-z seller accepts price p at time .

I use the perfect Bayesian equilibrium concept throughout this paper.

Definition 1. A tuple (05,03, ¢) is a perfect Bayesian equilibrium (PBE) if (1) given oy and
¢, for any ¢, op(r) assigns a positive probability to a price p only if p maximizes the expected
payoff of the buyer at time 7, (2) given O, for any z and ¢, o5(z,2,p) > 0 only if p is weakly
greater than the type-z seller’s continuation payoff at time ¢, and (3) given os and op, ¢ is

derived through Bayesian updating.

2.1 Preliminary Observations

I begin by presenting lemmas that help in characterizing the equilibrium structure. The proofs
of the lemmas are straightforward, so are omitted. The following lemma states that in any

equilibrium of the model, there exists a reservation price function R.() for each type of the

8



seller such that the type-z seller at ¢ accepts p > R.(t) and rejects p < R,(¢) with probability

one.

Lemma 1. (Reservation Price Strategy) In equilibrium, there exists a function R, : IR — R for

each z = g,u,b such that 6s(z,t,p) = 1 for any p > R.(t) and os(z,t,p) = 0 for any p < R,(t).

It is easy to show that R,(z) equals the type-z seller’s continuation payoff if he rejects the
buyer’s offer at 7. This is due to the information structure of the game whereby the current
offer is not revealed to future buyers. Note that R, (7) is continuous in ¢ because the probability
that either the buyer or the lump-sum payoff arrives at a given time interval vanishes as the
length of the interval shrinks to zero. Moreover, R,(f) > R,(t) > Rp,(t) for all # because of the
heterogeneous expected value of lump-sum payoffs.

Given the seller’s reservation price strategy, the buyer’s equilibrium offer satisfies the fol-

lowing lemma:

Lemma 2. In equilibrium, if the buyer’s equilibrium offer is accepted with nonzero probability,

then it is equal to R,(t) for some z = g, u,b.

The intuition of the lemma is straightforward: If the offer is above the reservation price of
some type of seller, then the buyer can lower his offer slightly and still trade with the same
probability. Note that the above lemma does not rule out the case where the buyer’s equilibrium
offer is rejected with probability one at some ¢. In that case, the buyer’s offer p must be a price
between zero and Ry,(7).

The seller always has an option to hold the good, which gives lower bounds on the reserva-

tion price functions. They are given by

g<l‘) > oy,
u(t) = av(qo),
Ry(t) > avy.

The following lemma places an upper bound on the buyer’s equilibrium offer, and hence pro-

vides an upper bound on the reservation price of the good-type seller:

Lemma 3. In equilibrium, the buyers never offer a price strictly more than avy. Therefore,

Ry (1) = oy for any t.

The intuition for this lemma is as follows. Suppose not, and let p > vy be the supremum

of the buyer’s equilibrium offer. Then there exists 7 such that the buyer at time 7 offers a price

9



arbitrarily close to p. Then all types of sellers strictly prefer to accept the offer because the
seller discount the future payoffs. Now consider a deviation of the buyer at time 7 to lower his
offer by sufficiently small € > 0. Then all types of sellers would still accept the offer as long as
the expected cost from discounting is greater than €. But then offering such price is a profitable
deviation of the buyer, leading to a contradiction.

Note that Lemma 3 implies that if the buyer offers ovy, then the offer is accepted by all
types of sellers, so the game ends with probability one. Therefore otvy serves as the trade-

ending offer in this model.

3 Equilibrium

In this section I construct an equilibrium of the model, and present a full characterization result
of the equilibria for a range of parameters.

Because of the static lemons condition, offering the trade-ending price vy in the early
stage yields a negative payoff to the buyer. Then one might expect that the buyer who arrives in
the early stage submits a screening offer and targets either the uninformed seller or the bad-type
seller. In this case, the expected quality of the good increases gradually over time.

On the other hand, the buyers’ beliefs about the seller’s type also evolve over time because
of the seller’s learning. The buyer who arrives in the early stage believes that the seller is likely
to be uninformed. So the buyer targets the uninformed seller by offering a middle-range price,
which equals to the reservation price of the uninformed seller. But the seller is getting informed
over time, hence there is a growing probability that the seller is the bad type. The bad-type
seller accepts the middle-range price offer, since it is strictly higher than his reservation price.
In this case, the buyer becomes increasingly worried about the possibility of getting a lemon.

It turns out that the seller’s speed of learning determines the rate of increase of the prob-
ability that the seller is bad type, which in turn affects the equilibrium behavior. Specifically,
the equilibrium behavior is qualitatively different depending on the seller’s effective speed of
learning (p/A).

In the following analysis, I first present the equilibrium when the effective speed of learning
is low (the slow-learning case) with the characterization results. After that I turn to the case

when the effective speed of learning is high (the fast-learning case).
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3.1 Slow-learning Case

In this subsection I consider the case where the seller’s effective speed of learning is low. I

begin by defining a class of candidate equilibrium strategy profiles.

Definition 2. A strategy profile (Og,0p) is called a two-phase strategy profile if there exists
t* > 0and 6 € [0,1] such that the profile satisfies the following:

1. Phase I: for any t < t*,

e 05(g.1,R,(t)) =0; 05(z,2,R,(r)) = 1 for z = u,b.
2. Phase II: for any ¢ > ¢*,

e 0p(t) assigns a probability 6 to Re(¢) = avy and a probability 1 — 6 to p; < Rp(1);

° GS(Z,I,OCVH) =1and Gs(Z,l,pl) =0forz=g,u,b.

In the two-phase strategy profile, the agents’ behavior is divided into two phases by a thresh-
old time t* > 0. In the first phase, the buyer targets the uninformed seller by offering a middle-
range price which equals to the reservation price of the uninformed. The uninformed and the
bad-type seller accept the offer for sure, while the good-type seller rejects the offer. In the
second phase, the buyer randomizes between submitting the trade-ending offer R, (1) = avy
and the “losing offer” p;. The losing offer is any price below or equal to R,(z) and all types
of sellers reject it with probability one. Note that the buyer’s randomization probability in the
second phase is restricted to be constant over time.

A tuple (o5,0p,¢) is called a two-phase equilibrium if it is PBE and (os,0p) is a two-
phase strategy profile. An outcome of the game is called a two-phase equilibrium outcome
as an equilibrium outcome induced by a two-phase equilibrium strategy profile. The follow-
ing proposition (whose proof is presented in the Appendix) states that if the seller’s effective
learning speed is smaller than a threshold, then there exists a unique two-phase equilibrium

outcome.

Proposition 1. There exists 1 > 0 such that for 0 < p/A < 1, there exists a unique two-phase

equilibrium outcome.
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The uniqueness result in Proposition 1 depends on the stationary restriction imposed on the
buyer’s randomization probability in the second phase. Indeed, one can construct an equilibrium
where the randomization probability of the buyers in the second phase follows non-stationary
path. However, the threshold time ¢* in any such non-stationary equilibrium is the same as
one in the two-phase equilibrium, as well as the equilibrium behavior of the agents at any time
before t*. Moreover, the payoff of the buyer at any ¢ and the payoff of each type of seller at any
time ¢ < t* is identical. I provide the intuition for the payoff equivalence after I describe the
two-phase equilibrium.

The remainder of this subsection is organized as follows. First, I describe the price and
belief evolution of the two-phase equilibrium and underlying incentives of the agents. I begin
with the equilibrium behavior in the first phase then discuss the behavior in the second phase.
Then I present an outline of the proof of the equilibrium construction. Finally, I discuss the

multiplicity of the equilibria of the model and present a full characterization result.

First Phase: Price Evolution The upper panel of Figure 1 shows the evolution of the reser-
vation price and equilibrium offer in a two-phase equilibrium in which the price of the losing
offer is vz. The blue lines represent the reservation price of each type of the seller. Note that
the reservation price of the good type seller is constant and equals to otvy. The dark red line
represents the equilibrium price offer.

In the first phase, the reservation price of the uninformed seller R, (z), which is the equilib-

rium price, must satisfy the recursion
R,(t) = rdtowv(qo) + (1 —rdt) [pdt(goovy + (1 —go)Rp(t +dt) ) + (1 — pdt)R, (1 + dt)].

Letting dt — 0 and rearranging yield

R,(t) =r(Ru(t) —av(qo)) —p Bi(t) , (1)
discc:urnting learning

where
B[(t) =qo0ovy + (1 —qo)Rb(t) —Ru(l‘).

The first term on the right-hand side of (1) captures the effect of discounting. Note that its
effect on the equilibrium price R, () is nonnegative. In the first phase, the uninformed seller
is indifferent between acceptance and rejection, and he discounts future payoffs. Therefore,

absent other effects, the buyers who arrive in the future must offer a higher price to attract the
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Figure 1: Equilibrium behavior of the two-phase equilibrium. The buyers in the first phase
target the uninformed seller by offering his reservation price. The second phase begins at ¢*
when the belief about quality ¢(z) hits threshold ¢*, where the buyers randomize between the
trade-ending offer vy (solid red line) and the losing offer (dashed red line). The buyers’
confidence B (¢) decreases over time but remains sufficiently high in the first phase, so that it is

strictly greater than a threshold B(z).
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uninformed. The term av(qo) in the first term captures the effect of the expected dividend until
the next buyer arrives.

The second term, however, has a negative effect on the equilibrium price. It captures the
effect of the uninformed seller’s learning. 1 define By(r) as the value of information for the
uninformed seller, since it measures the difference in the payoff between the informed seller
(qoR4(t) + (1 —qo)Ry (1)) and the uninformed seller (R,(¢)). Under the given profile, B;(t) is
strictly positive in the first phase. The intuition is as follows. Consider the uninformed seller
who becomes informed at time 7. Then the seller chooses different behavior according to the
information: If the information is good (8 = H), the seller rejects the offer R, () in the first
period. If the information is bad (6 = L), he takes the offer R, (¢), since it is strictly higher than
his reservation price. This adjusted behavior gives the seller a strictly higher expected payoff
when he is informed.

Equation (1) implies that the positive value of information has a negative effect on the slope
of R,(z). Since the uninformed seller expects the possibility of future learning in the case of
rejection, his current reservation price must take into account the value of information. Fur-
thermore, when the seller is sufficiently patient (more precisely, if r/p is sufficiently small),
the effect of learning on R/,(¢) may be greater than the effect of discounting, so that R, (#) may
decrease over time.

On the other hand, a similar recursive argument for the bad-type seller yields another differ-

ential equation for R, (7) and R, () in the first phase, which is

RZ(Z‘):T(R;?(Z‘)—(XVL)—I—)L (Rb(t)—Ru(t)). 2)
—— N ~~ d
discounting buyer’s offer

Similar to (1), the first term on the right-hand side captures the effect of discounting. The
second term represents the effect of the buyer’s offer of R, (), which the bad-type seller accepts
for sure. Note that the second term is negative and is proportional to the arrival rate of the buyer.
Therefore, similar to R, (¢), R,(7) may decrease over time in the first phase. Equations (1) and

(2) form a system of ordinary differential equations for R, (¢) and R, (¢) in the first phase.

First Phase: Belief Evolution How do the buyers’ beliefs evolve over time? Recall that
q(t) represents the buyers’ beliefs about the quality of the good. But in this paper, the buyers
also form beliefs about the seller’s belief about the quality. To capture the second-order beliefs
of the buyers, define f3(¢) %) o the buyers’ confidence at time r. Note that (¢) is

~ 00+,
the probability of buying the uninformed seller’s good when the buyer targets the uninformed
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seller. The buyer’s confidence, together with beliefs about quality ¢(¢), plays an important role
in determining the equilibrium price.
To understand the role of the buyers’ confidence, note that the buyer at time ¢ is better off

when he offers R, (¢) than when he offers R (¢) if and only if

B(1)(v(q0) = Ru(2)) + (1= B (1)) (v = Ru(2)) > (1= B (2)) (v — Ry (1)),

which is equivalent to

Ru(t) —R(r) _
5(T)>m23(f)- 3)

Therefore, the buyer targets the uninformed seller only if his confidence is higher than a thresh-
old B(t). Note that B(z) is a function of reservation prices and hence is determined by the
equilibrium price evolution.

The lower panel of Figure 1 describes the belief evolution in the two-phase equilibrium.
In the first phase, the buyer’s belief about quality ¢() increases over time. The intuition is
straightforward: Suppose the buyer submits a losing offer, so there is no trade. Then ¢(7)
does not change as the seller’s learning process is a martingale. Then offering R, () increases
q(t), since all but the good-type seller accept the offer and leave. However, ¢(7) is less than the
threshold belief ¢g* throughout the first phase, which makes it suboptimal to make a trade-ending
offer.

On the other hand, the buyer’s confidence (z) is decreasing over time in the first phase.
The buyer’s offer R, () does not affect §(¢), since both the uninformed seller and the low-type
seller leave the game at the same rate. But the seller’s learning decreases the buyers’ confidence,
since there is a growing probability that the seller is informed.

However, if the seller’s effective speed of learning is slow, the rate of decrease of the buyers’
confidence is low. Therefore the buyers remain confident until the expected quality of the
good becomes sufficiently high so that submitting the trade-ending offer does not yield negative

payoff.

Second Phase The second phase begins as the belief about quality ¢(7) reaches g* for the first
time. In the second phase, the buyer randomizes between a trade-ending offer Ry (7) = avy and
a losing offer p;. The losing offer p; can be any price below or equal to the bad type’s reservation
price. Since the all types of sellers reject p;, the trade occurs only at avy. In the upper panel of
Figure 1, arvy is represented as a solid line while the losing offer p; is represented as a dashed

line, illustrating that no trade occurs at p;.’

"In Figure 1, losing offer is equal to vy, but the offer price can be any price less than or equal to Ry ().
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Since the buyer in the second phase purchases a good from all types of sellers or does not
buy the good at all, (conditional on the game continues) the buyer’s beliefs about quality ¢(z)
is constant and equals ¢* in the second phase. Therefore, offering orvy yields zero payoft, so
the buyer in the second phase is indifferent between submitting the trade-ending offer and the
losing offer.

The buyers in the second phase randomize their offers in order to satisfy the uninformed
seller’s intertemporal incentives. Suppose that the buyer in the second phase offers avy with
probability one. Then the uninformed seller in the first phase would reject the offer in favor of
future high offers, leading to the breakdown of the equilibrium structure.

The reservation prices of the bad-type seller and the uninformed seller in the second phase

are, respectively,

r
Ry(t) =R}, = o ovy, 4
o(1) Y vl )
divi?iend buyer?s, offer
R,(t) =R, = qoovy + (1 —qo)R,, (5)

where 6 is the probability that the buyer offers the trade-ending offer. The bad-type seller’s
reservation price represented in (4) is a weighted average of the value of holding the asset
(avr) and the trade-ending offer (avy). The reservation price of the uninformed seller (5) is
a simple expectation of reservation prices of the good type and the bad type. This is because
the value of the seller’s information is zero in the second phase. Since the buyers target either
all types of the seller or none, becoming informed does not change the seller’s strategy, so the
information does not provide any value.

The randomization probability & is uniquely determined by the indifference condition of
the buyer at the threshold time ¢*: Targeting the uninformed seller at time t* must yield zero
payoff. The intuition is as follows. Suppose that targeting the uninformed seller at time ¢*
yields a positive payoff. Then since both R,(7) and the confidence () are continuous over
time, there exists € > 0 such that targeting the uninformed at t € (t*,* + €) yields a positive
payoff, violating the optimality condition. Now suppose that targeting the uninformed yields a
negative payoff at time #*. Again the continuity of R, (7) and () implies that for sufficiently
small €’ > 0 targeting the uninformed at 7 € (t* —¢’,#*) is suboptimal, leading to a contradiction.

Using the buyer’s indifference condition at time #*, R}, is uniquely determined and is given by

Ry = B(1")v(qo0) + (1= B(r"))vL. (6)
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One can then determine the value of R, from (5). Finally, the randomization probability & is
determined by (4).

Is the randomizing behavior optimal for the buyers? First, recall that ¢() = ¢* implies that
the buyer is indifferent between submitting the trade-ending offer and the losing offer. Second,
given that the indifference condition (6) is satisfied, then targeting the uninformed seller at any
t > t* yields a strictly negative payoff to the buyer. This is because while R, (#) = R}, is constant,
the buyer’s confidence (z) decreases because of the seller’s learning. Finally, targeting the
bad-type seller must yield a nonpositive payoff, so the probability of the trade-ending offer
must satisfy

R;, > vp. (7

Construction Given the above analysis, the two-phase equilibrium is constructed by the fol-
lowing steps:®

1. Determine #* from the condition t* = inf{z : ¢(¢*) = ¢*}.

2. Determine 3 (¢*) from the evolution of the buyer’s confidence.

3. Determine 6 by conditions (4)-(6).

4. Check if 6 satisfies (7).

91

. Determine R,(¢) and Ry (¢) in the first phase, by differential equations (1) and (2) with

the boundary conditions at t = ¢*.

I show in the Appendix that step 4 is satisfied if the seller’s learning speed is slow enough
relative to the arrival rate of the buyers. Intuitively, a higher learning speed leads to a rapid
decrease in the buyer’s confidence, which in turn results in lower R}, (equation (6)). But if R} is

too low, then the correspondingly small & may violate the incentive condition (7).

Characterization The two-phase equilibrium described above has a special characteristic:
The randomization probability of the buyers in the second phase is constant over time. But
there are other equilibria where the probability of the trade-ending price changes over time. In

these equilibria, the corresponding R, (7) and R, (¢) in the second phase are also non-stationary,

8The formal proof of the construction result is given in the Appendix (Subsection A.3.1).
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but they must satisfy the incentive conditions

Ru(t) = B(t)v(qo) + (1= B(t))vL.

Ry(t) > vi,

for any r > t*. The above incentive conditions imply that there is a continuum of equilibria in
this model.

The above argument of equilibrium construction implies that any such non-stationary equi-
librium share the main qualitative features with the two-phase equilibrium. As long as the
buyers in the first phase target the uninformed seller, the evolution of the belief is identical,
hence the value of #* is the same. Then the indifference condition of the buyer at ¢* (equation 6)
implies that the boundary of R, (¢) and R, (¢) atz* is the same, hence it must be that equilibrium
behavior before #* is identical. The only difference between any non-stationary equilibrium and
the two-phase equilibrium is the randomization probability of the buyers and the reservation
price of the uninformed and the bad-type seller in the second phase.

Moreover, the payoff of the buyer at any ¢ and the payoff of the seller at any # < ¢* in any
non-stationary equilibrium is same as those in the two-phase equilibrium. The discussion in
the last paragraph clearly implies that the payoff of all agents in the first phase is the same. In
the second phase, while the payoff of the uninformed and the bad-type seller is different, the
payoff of the buyers (equals to zero) and the good-type seller (equals to avg) is identical across
equilibria.

The following proposition (whose proof is presented in the Appendix) states that if the seller
is sufficiently patient, there exists no equilibrium of the model other than the class of equilibria
discussed above. Since all equilibria are payoff-equivalent, one can conduct the comparative

statics in the slow-learning case using the two-phase equilibrium.

Proposition 2. There exists 7 > 0 such that for r <7 and 0 < p/A < n (where 1 > 0 is the

bound from Proposition 1), the equilibrium of the model satisfies the following properties:

e in any equilibrium, behavior is divided into two phases, divided by the same threshold

time t*;
o the equilibrium behavior of every agent in the first phase is identical across all equilibria;
e the payoff of the buyer at each t and the ex ante payoff of the seller is the same across all

equilibria.
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3.2 Fast-learning Case

The strategy profile in the previous subsection cannot be supported as an equilibrium when
the seller’s effective speed of learning (p/A) is high. High learning speed leads to a rapid
decrease in the buyer’s confidence. Therefore there is a threshold time where the buyers find it
suboptimal to target the uninformed seller while the expected quality of the good is still low.
In this case, the equilibrium consists of three phases, divided by two threshold times #{ and

t5. Similar to the slow-learning case, I define the following class of candidate equilibria:

Definition 3. A strategy profile (0, 0p) is called a three-phase strategy profile if there exist ¢}
and 5 (0 <1t <t;) and 6 € [0, 1] such that the profile satisfies the following:

1. Phase I: for any r < 7,

e op(t) =Ry,(1);

e 05(g.1,R,(t)) =0; 05(z,2,R,(r)) = 1 for z = u,b.

2. Phase II: for any ¢ € [1],1;),

e 05(z,t,R,(t)) =0 for z = g,u; o5(b,t,R, (1)) = 1.
3. Phase III: for any t > 3,

e 0p(t) assigns a probability 6 to Rg(f) = avy and a probability 1 — 6 to p; < R,(t);

° Gs(Z,t,OCvH) =1 and Gs(Z,t,pl) =0forz= g,u,b.

The agents’ behavior is divided into three phases by two threshold times ¢} and 5. Same
as the two-phase strategy profile, the buyer in the first phase targets the uninformed seller by
offering the reservation price of the uninformed. The uninformed and the bad-type seller accept
the offer for sure, while the good-type seller rejects the offer. At time ¢, the second phase
begins where the buyer targets the bad-type seller by offering his reservation price, and only the
bad-type seller accepts the offer. Behavior in the third and final phase is similar to that in the
second phase of the two-phase strategy profile, where the buyer randomizes between submitting
the trade-ending offer and the losing offer. Again, the stationary restriction is imposed on the

randomization probability of the buyers.
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Figure 2: Equilibrium behavior of the three-phase equilibrium. The buyers’ confidence f3(¢)
rapidly decreases in the first phase. The second phase begins at #; when f(¢) hits a threshold
B(t), and the buyers in the second phase target the bad-type seller. Hence the equilibrium price
drops at ¢ The third phase begins at 5 when the belief about quality ¢(z) reaches ¢*.
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A tuple (05,08, 9) is called a three-phase equilibrium if it is PBE and (o5, 0p) is a three-
phase strategy profile. A three-phase equilibrium outcome is defined similar to one of the
two-phase equilibrium. The following proposition (whose proof is presented in the Appendix)
states that if the seller’s effective learning speed is larger than a threshold, then there exists a

unique three-phase equilibrium outcome.

Proposition 3. There exists 7) > 0 such that for p/A > 7, there exists a unique three-phase

equilibrium outcome.

The upper panel of Figure 2 shows the evolution of the equilibrium price in the three-phase
equilibrium. Same as Figure 1 the blue lines represent the reservation price of each type of
the seller, and the dark red line represents the equilibrium price offer. In the first phase, the
buyers target the uninformed seller by offering his reservation price. Similar to the two-phase
equilibrium, if the seller’s effective discount rate (r/p) is small, the equilibrium price decreases
in the first phase because the seller takes into account the value of future information.

However, the buyers’ confidence rapidly decreases in the first phase because the seller’s
learning speed is high. The evolution of the buyers’ beliefs described in the lower panel of
Figure 2 shows how the equilibrium behavior is affected by the interaction between the buyers’
beliefs about quality and the confidence. Contrary to the two-phase equilibrium in the slow-
learning case, the buyers’ confidence hits the threshold B(z) before the belief about quality ¢(z)
reaches ¢g*.

So there is a threshold time #; such that the buyers find it no longer optimal to target the
uninformed seller, and submitting a trade-ending offer still yields a negative payoff. Therefore,
the second phase begins at time #] where the buyers only target the bad-type seller. Therefore, at
time #] the equilibrium trading price drops from the reservation price of the uninformed seller to
that of the bad-type seller. Moreover, the probability of trade also drops because the uninformed
seller begins to reject the buyer’s offer.

In the second phase, trade only occurs with the bad-type seller at a price R, (7). Both R, (7)
and R, (r) increase in the second phase. Since the bad-type seller receives an offer which is
equal to his reservation price, getting an offer does not affect his reservation price. So contrary
to R, (7) in the first phase (2), R,(7) in the second phase is affected only by the effect of the

seller’s discounting, and it satisfies the following differential equation:

R,(t) =r(Ry(t) —avy) > 0. (8)

discount
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On the other hand, the uninformed seller’s reservation value satisfies R, (1) = goavy + (1 —
qo)Ry (7). Note that the value of information to the uninformed seller is zero in the second
phase. While the seller also has zero value of information in the final phase (as I discussed in
the previous subsection), the underlying intuition is different. Contrary to the final phase, the
informed seller in the second phase behaves differently according to the quality of his good. But
he does not gain higher payoff because the offer the bad-type seller accepts is precisely equal
to his reservation value.

The buyers’ confidence f(¢) in the second phase stays below the threshold B(r) so that the
buyers find it optimal to target the bad-type seller’. On the other hand, throughout the first and
second phase the belief about quality ¢(z) increases over time because the expected quality of
the good that is traded is lower than the quality of the remaining good. Therefore there exists a
second threshold time, 75, where the belief about the quality ¢(z) reaches g*.

The third and final phase begins at ¢5, and the equilibrium behavior is similar to the final
phase of the two-phase equilibrium. The buyers randomize between a trade-ending offer, at
which the trade occurs, and a losing offer. Therefore, the equilibrium price at which a trade
occurs jumps at t; from the bad type’s reservation price to a trade-ending offer. Moreover, trade
of the high-quality good resumes at ¢ as all types of sellers trade.

Figure 3 describes the probability of trade in the three-phase equilibrium. The solid red
(dashed blue) line depicts the distribution of the timing of a trade conditional on the good being
low- (high-) quality. Note that the probability of trade of the high-quality good is zero in the
second phase, because the trade occurs only with the bad-type seller.

In the three-phase equilibrium, the equilibrium behavior is uniquely determined given the
threshold times #; and t5. There are two indifference conditions of the buyers which jointly
determines two thresholds times: 1) indifference condition between targeting the uninformed
and the bad type at 7{ (B(¢]) = B(t])), and 2) indifference condition between a trade-ending
offer and a losing offer at £; (¢(#;) = ¢*). The following proposition states that if the effective
learning speed of the seller is large enough, then there exists a unique pair of threshold times.

Similar to the slow-learning case, the model has multiplicity of equilibrium in the fast-
learning case. The following proposition (whose proof is presented in the Appendix) states that
every equilibrium of the model differs only in the randomization probability of the buyers in the
final phase, and all equilibria are payoff-equivalent. Note that the characterization result in the

fast-learning case does not need additional restriction on the seller’s discount rate.

°In Section 5, I discuss the case of intermediate learning speed where fast screening behavior may lead to

increase in the buyers’ confidence more than the threshold.
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Figure 3: Probability of trade in the three-phase equilibrium.

Proposition 4. Suppose that p/A > 1) (where ) > 0 is the bound from Proposition 3). Then
the equilibrium of the model satisfies the following properties:

e in any equilibrium, behavior is divided into three phases, divided by the same threshold

times t| and t5;

o the equilibrium behavior of every agent in the first two phases is identical across all
equilibria;

o the payoff of the buyer at each t and the ex ante payoff of the seller is the same across all
equilibria.

When the seller’s effective learning speed is between 7 (the upper bound of the slow-
learning case) and 7) (the lower bound of the fast-learning case), then there exists an equilibrium
where the buyers use a mixed strategy even before the belief about quality ¢(¢) reaches ¢*. In
Section 5 I discuss the equilibria of the model in this case. The following proposition (whose
proof is presented in the Appendix) shows that when the prior gq is not too small, there is no

such range of parameter.
Proposition 5. There exists q < q* such that if qo € (q.q"), then = 1.

In the following section, I present the results of comparative statics when gg € (c_], q").

23



1t f t
0.8
0.6 Phasel Phase 1T Phase III fast learning
04r
021
Phase I Phase Il glow learning
1 1 1 1

1 2 3 4 5t
(Parameter values: A = 1,r =0.1,vyg =2,vy = 1,0 = 0.8,g9 = 0.3)

Figure 4: Threshold times.

4 Comparative Statics

In this section, I present several comparative statics results with respect to the seller’s learning

speed.

4.1 Threshold Time

As shown in the previous section, the threshold times (#* in the slow-learning case; f and ¢5 in
the fast-learning case) are important equilibrium values that determine other equilibrium behav-
ior. The following proposition (whose proof is presented in the Appendix) presents comparative

statics results of the threshold times with respect to the learning speed of the seller:
Proposition 6.

e [n the two-phase equilibrium, t* is decreasing in p;

o [n the three-phase equilibrium, t{ is decreasing in p;

[ llmp‘)()t* — oo/ llmp_>oot* - O.
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Figure 4 depicts how the threshold times change with the seller’s learning speed. In the
slow-learning case, there is one threshold time t* which decreases in p. Note that r* diverges to
infinity as p goes to zero. When p is arbitrarily close to zero, the environment is close to the
one having symmetrically uninformed agents, so the trade occurs at the reservation price of the
uninformed seller for an arbitrarily long horizon.

In the fast-learning case there are two threshold times #; and #;. Proposition 6 states that ¢}
decreases in p and converges to zero as p goes to infinity. The intuition is straightforward, since
as p goes to infinity the environment converges to one that has initial asymmetric information,
so the buyers target the bad type immediately after the beginning of the game. On the other

hand, both t}‘ and ti“ — tf are nonmonotonic under some parameter value.

4.2 Trade Surplus and Division of the Surplus

How do the trade surplus and the division of the surplus change as the learning speed changes?
Standard models of adverse selection show that in the presence of initial asymmetric informa-
tion, 1) the trade surplus is lower because the adverse selection problem leads to inefficient
trade outcomes, and 2) the payoff of the informed agent is higher because he has a positive
information rent. In this subsection I change the learning speed of the seller from zero (sym-
metrically uninformed agents) to infinity (initially informed seller) and simulate the value of the
trade surplus and its division.

Let Sg be the trade surplus when the quality of the good is 6. Let fg () be the probability
distribution of trade of the quality-6 good at time ¢. Then we have

So = (1—a)ve / e fy(1)dt.
0
Then the ex ante trade surplus S is given by
S =qoSy + (1 —C[o)SL.

The ex ante payoff of the seller is R, (0), because the seller is uninformed at # = 0 and his
reservation price equals the continuation payoff. From the seller’s ex ante payoff, his division
of trade surplus is calculated.!®

The solid red line in Figure 5 is the trade surplus as a function of the seller’s learning

speed p. Note that the trade surplus is decreasing in the seller’s learning speed. This result is

10Details of the calculation are in the Appendix (Subsection A.4).
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Figure 5: Trade surplus and the seller’s division of the surplus.

related to one in Dang et al. (2012), who argue that trade is most efficient when the agents are
symmetrically uninformed.!!

On the other hand, the seller’s ex ante payoff is nonmonotonic in the seller’s speed of learn-
ing. The dashed blue line in Figure 5 is the seller’s division of the surplus as a function of p.
Note that the seller’s surplus (hence his ex ante payoff) increases when p is small, but decreases
when p is high. This is because there is a trade-off between the value of information and the
adverse selection problem. If the degree of asymmetric information is small, then the seller’s
value of information increases in his learning speed. But if p is large, then the buyers’ equilib-
rium behaviors takes into account the effect of seller’s asymmetric information. Therefore, the

inefficiency caused by severe adverse selection decreases the seller’s payoff.

" evin (2001) shows in a static lemon market model that as the quality of seller information increases, trade
may decrease or increase depending on the information structure. His result implies that the trade surplus in this

model can be nonmonotonic in the seller’s learning speed under a different learning process of the seller.
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5 Discussion

Implication for the Financial Crisis An important feature of the equilibrium in the fast-
learning case is the impact of the buyers’ second-order beliefs on the equilibrium dynamics.
Before the first threshold time ], trade occurs at a middle-range price R, (¢) and the trading
patterns are relatively stable. However, the buyers’ confidence f(¢) rapidly decreases, and
eventually hits the threshold level at time #;, leading to drops in both equilibrium price and the
probability of a trade.

The results may help to understand what was observed at the beginning of the recent fi-
nancial crisis. One of the main narratives of the crisis was the collapse of confidence in the
market. For example, regarding the timing of the run on the sale and repurchase market (the

“repo market”) in August 2007, Gorton and Metrick (2012) argue the following:

...One large area of securitized banking, the securitization of subprime home mortgages,
began to weaken in early 2007 and continued to decline throughout 2007 and 2008 ...The
first systemic event occurs in August 2007 ...The reason that this shock occurred in August
2007, as opposed to any other month of 2007, is perhaps unknowable. We hypothesize that
the market slowly became aware of the risks associated with the subprime market, which
then led to doubts about repo collateral and bank solvency. At some point (August 2007 in
this telling) a critical mass of such fears led to the first run on repo, with lenders no longer

willing to provide short-term finance at historical spreads and haircuts. [Italics added]

Morris and Shin (2012) set up a static model of the adverse selection problem and show that a
small amount of adverse selection can lead to the breakdown of “market confidence,” defined
as the approximate common knowledge of an upper bound on expected losses. In this paper,
the dynamic structure of the model can illustrate the evolution of the beliefs and their effect
on equilibrium behavior. Investigating the effect of the evolution of the higher-order beliefs
in various trading institutions in financial markets is an interesting topic for future potential

research.

Intermediate Speed of Learning If the seller’s effective learning speed is between 1 (upper
bound in the slow-learning case) and 7] (lower bound in the fast-learning case), then the buyers
may not use a pure strategy even before the belief about quality ¢(7) reaches ¢*. Since p /A > 1,
there exists a threshold time where targeting the uninformed is no longer optimal. On the
other hand, if p/A < 7, targeting the bad type increases buyers’ confidence so that the buyers’
confidence becomes greater than the threshold B(t), so it is suboptimal to target the bad type. In
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this case, the buyer in the second phase uses a mixed strategy, randomizing between targeting
the uninformed and targeting the bad type. Constructing and characterizing the equilibrium in

this parameter range is another area of future research.

Pure Good News and Pure Bad News Case One of the assumptions of the model is that
the arrival rate of information is same regardless of the quality of the good. If the information
arrival rate is quality-dependent, then not receiving a signal would also provide information
about the item’s quality. An environment with pure good news (bad news) is an example of
a quality-dependent arrival rate, where the arrival rate of the information is zero for the low-
(high-) quality good. Preliminary results show that for both cases, the equilibrium dynamics are

similar to those of either the slow- or fast-learning cases examined in this paper.'?

6 Conclusion

This paper has introduced a framework with which to study the trading patterns in an environ-
ment in which asymmetric information increases over time. In this framework, the interaction
between the buyers’ screening and the seller’s learning generates nonmonotonic pricing and
trading patterns, contrary to standard models in which asymmetric information is initially given.
If the seller’s effective learning speed is high, a rapid decrease of the buyers’ confidence leads to
drop in the equilibrium price and the probability of a trade. While the trade surplus decreases as
the seller’s learning speed increases, the seller’s payoff is nonmonotonic in his learning speed,
as a slower learning speed can lead to higher payoff for the seller.

The findings in this paper have implications for the process of designing optimal interven-
tions for environments with increasing asymmetric information. The nonstationarity of the
equilibrium trading pattern implies that the timing of an intervention would be crucial for its
effectiveness. Suppose, for instance, that an asset market is hit by a shock which creates sym-
metric uncertainty about the value of an asset. It may then be the case that the government
should not intervene immediately, because at the moment incomplete but symmetric informa-
tion is not overly harmful to efficiency and only later becomes harmful as the asymmetric infor-
mation grows worse. Investigating dynamic effects of an intervention and the design of optimal
intervention in an environment with increasing asymmetric information are interesting topics

for future research.

12 A partial result for the equilibrium construction and characterization is available upon request.
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Appendices

A Preliminaries

In this section I provide basic results which help to prove the results of the paper. First, I state
differential equations which describe the dynamics of the buyers’ beliefs and the reservation
prices of the seller. Then I provide a detailed construction method for the equilibria described

in Section 3. Proofs for the propositions of the paper are given in Section B.

A.1 Belief Dynamics

Let m,(t)(z = g,u,b) be the probability that the seller is type z and he is still available at time .

mz(l)
myg (1) +my (1) +my (1)

Similarly, the beliefs about the quality ¢(7) and the confidence f3(¢) can be written as functions

Then the buyers’ beliefs about the seller’s type ¢,(¢) can be written as @, () =

of m,(t), which are given by

myg(t) +mu(t)qo
myg (1) +my(t) +my(t)’
my(t)
my (1) +my(t)

q(t) =
B(r) =

Later it is shown that the evolution of m,(¢) is given by a simple form of differential equations,
which makes the equilibrium analysis easier.

By Lemma 2 the equilibrium offer of the buyer at time ¢ is either R, (¢) (z = g,u,b) or alosing
offer. Suppose the buyer at time ¢ offers R, (¢) with probability op,(t), and submits a losing offer
with probability opy (1) = 1 — (0B, () + 0Bu(t) + 0pp(t)). Then each m,(t) satisfies

(i +dt) = (mg(1) + pgom,(1)d1) (1 — Agg(1)di),
my(t+dt) =my(t) (1 —pdt)(1—A(ope(t) + ou(t))dt),
my(t +dt) = (mp(t) + P (1 = go)mu(1)dt) (1 — A (0Opg (1) + Opu(t) 4 0py (1) )dt).

Letting dt — 0 and arranging yield

(1) = paoma(r) — Ao (1)me (). ©)
(1) = —(p + A (0g(t) + 0 (1)) 1), (10)
(1) = (1 o) pm (1) — A (0 (1) + Galr) + 0 (1) (). (1
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Solving (9)-(11), combined with boundary conditions m,,(0) = 1 and m4(0) =m;,(0) =0, gives
the value of m,(r) at each . Moreover, the evolution of the confidence f(¢) is given by
B(1) = my (£ )my, (1) — my (£)m} (1)
(ma (£) +my (1))
=B(1)-[=p(1—=qoB (1)) + Ao, (1) (1 - B(1))]. (12)

A.2 Price Dynamics

Suppose the buyer offers R (7) with probability o;, and offers p; with complementary probabil-
ity. Then R, () and Ry (¢) satisfy the following recursions:

R,(t) = rdtav(qo) + (1 —rdt) [pdt(qoovy + (1 — qo)Ry(t + dt) )+
(1—pdt)(Aopy(t)dtavy + (1 — Aopg(r)dt)R, (1 +dt)],
Ry (1) = rdtav(qo) + (1 — rdt) [Aop,(t)dt vy + Ao, (1)dtR, (1 + df)+
(1 —A(0Bg(t) + opu(t))dt)Ry(t + dt)].

Letting dt — 0 and rearranging yield

R, (1) = r(Ru(t) — av(qo)) — pBi(1) — Ao (1) (ave — Ru(1)), (13)
Ry (1) = r(Ry(t) — avy) — Aopg (1) (ave — Ry(t)) — Aopu(r) (Ru(r) —Ry(1)),  (14)

where B (1) = qoovy + (1 —qo)Rp () — Ry (1) is the seller’s value of information. Solving (13)

and (14) jointly with the boundary conditions yields the reservation price functions of each type.
Recall that B(t) = % is the function used to determine the optimality of the buyer

between targeting the uninformed and the bad type (equation 3). Then the evolution of B(t) is

given by

B(1) = v(qo) (R, (t) — R, (2)) — Rp(t) Ry, (1) + Ru(t)Ry,(7)
(v(go) —Ry(1))? ’
— B(1)-[pFy (1) + rFy (1) + A0m (1) (1~ B()] (1)

where Fj (1) = Ru(l)—qlgf(:z)f_—lgs(—t)qo)&(t) <0and F(t) = B(#) (v(q0

a ) aqo(ve— VL)

)—avy
Ru(1)—=Ry(t)

A.3 Equilibrium Construction

In this subsection, I provide a complete description of the equilibrium profile in Section 3. In

the Section B I prove the existence of the equilibrium as well as characterization result.
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A.3.1 Slow-learning Case

The equilibrium behavior in the second phase is analyzed in the main text (Subsection 3.1).
Belief dynamics in the first phase is as follows. Since the buyers target the uninformed with

probability one for any time between zero and ¢, each m,(¢) is given by

(1 _e—(Hp)t)

mg(t) = A ipqo
m(1) = e~ (At+p)t

my(1) = (1—qo)e M(1—eP?),

therefore ¢(7) and () are

;L’fp% + ﬁQOf(’Hp)t
q(t) = o T o) 0 (16)
Trp 90 T 15p590¢ + (1 —qo)e
e P!

~ qoe P+ (1—qo)

B(r) 7)

It remains to analyze the price dynamics in the first phase. This can be done by solving (1)

and (2) jointly, which yields

R, (1) D, D, VA
=C Ny c 1t , 18
(n)=a(a)erre(Z ) ()

where Cy,C, are integration constants, X = (1 +p)? —4Apqo, 71 = w,j@ =7 —VX,
and

Z1 )\ _ 1 r(r+24+p)av(qo) +pAgoavy

Z r(r+A+p)+piqo r(r+A+p)ov(qo) +pArgoavy —r(r+p)goo (v —vi) '

Note thaty; > >0,and D =1 —p—vVX <0,Dr =1 —p++vX > 0.

The equilibrium is constructed by the following steps:

1. From the condition ¢(¢*) = ¢*, the threshold time ¢* is uniquely determined from (16),

which is A
P At* —pt* _ 1
p+A° " p+A° < (19

_ g9 . l=qo
where C =7 " 4 > 1.

2. Calculate B(¢*) from equation (17) and calculate R}, = B(t*)v(qo) + (1 — B(¢*))vi.
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3. Determine unique value of 6 from equations (4) and (5),

. I Ry—av
6=— 2—=.
A oavy — vy,

4. Determine R, (¢) and R,(¢) in the first phase, by putting boundary conditions
R,(t*) =R}, Ry(t") =Ry,

into (18) to get integration constants, which are given by
ent'c —2A D
aavx | )= Ri=z)+( | (R~2).
e G, 21 —D

A.3.2 Fast-Learning Case

Belief evolution in the first phase is same as the slow-learning case, which is summarized by

equations (16) and (17). In the second phase, each m;(t) satisfies

(1) = paomale),
(1) = —pma (1),
() = —Amy () + p(1 = go)my (1),

Solving with the boundary condition at |, we have

_ P A —(A+p)tf _ —(Atf+pt)
mg(t)_qo{/l+p+k+pe e

m, (l‘) _ ef(ltf—i-pz) ’

mxw=41—%>kr—

e_plf)e_/lt—l— P e—(ﬂ,tik+pl):|

A—p A—p ’
hence
A _ *
J(1) = q0 (;L'%p + ¢ (l+p)t1) 0
9 <lpfp + /llTpe—(/'L—kp)tf) + (1 —610) (e—/lz 4 )L/lTp(e—(/lzf+pt) _ e—(lt+pz;‘))>
and
e~ (At +pt)
B(r) = (2D

e~ (Ati+pt) 4+ (1 _qo) <(1 _ x)»Tpe—pz;*)e—M + ﬂ,’%pe_(ktr—i_pt)) .
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Price dynamics are as follows. In the third (and final) phase, the reservation price is deter-
mined by (4) and (5), same as the slow-learning case. In the second phase, reservation prices

satisfy

R, (1) = r(Ru(t) — av(qo)) + p (Ru(t) — goove — (1 = o) Ry (1)),
R, (1) = r(Ry(t) — avy).

Solving with the boundary conditions R, (;) = R}, R,(1}) = R}, yields

Ry(1) = oy + (R — oy )’ 71), (22)
R,(t) = qoavy + (1 —qo)Ry(1). (23)

Note that the reservation value of the uninformed is the expectation of those of the good type and
the bad type, as the buyer’s equilibrium offer R, (z) gives the seller zero value of information.
Last, in the first phase, the reservation values satisfy the same differential equations in the slow-
learning case, hence their functional forms are given by (18), but the boundary conditions are
different (R, (¢]) and R, (] ) from the above equations (22) and (23)).

Then the equilibrium is constructed by the following steps:

1. The condition ¢(;) = ¢*, yields

=C, (24)

q*
where C = 7

1—
7> L

2. From the equations (17), (22) and (23), the buyer’s indifference condition at ¢}, B (¢;) =
B(t}), is given by

. (1—OC){lz(;OVH—i—VL}—l-OC(VH—VL)qQ(I—ePlf)
e B1) — . (25)

(1—a)vr(1+qo(1—ePtr))

Equations (24) and (25) jointly give the unique values of #; and ;.

3. From the optimality condition R, = v;, R}, and & are given by

R;, = qoavy + (1 —qo)vL.
r (1—a)v

6=—. .
A vy — vy,
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4. Determine R, () and R, (¢) in the second phase, from (22)-(23) and the boundary condi-
tions at #5. They are given by

Ry(1) = avp + (1 — o)y’ 7), (26)
Ry(t) = qoavi + (1 —qo)Ry(1). 27)

5. Determine R, (¢) and Ry (¢) in the first phase, from (18) and the boundary conditions at 7} .

A.4 Calculation of the Trade Surplus

Recall that fy(7) is the probability distribution of trade of the quality-0 good over time. Let
Fy (1) be the cdf of fg (). Then

Fy(t)=1- mg(t) + qom (1)

q0 ’
(1 —qo)my(t) +myp(t)
= 1—qo ’

hence
(1) +qom, (1)

Jult) == q0 ’

sy =4 _‘10)’1"1(;)0+ my (1)

Recall that Sg is the trade surplus when the quality of the good is 6. Since S = (1 —

a)vg fow e " fo(r)dt, the following can be shown using the results in the previous subsection:

e In the equilibrium under the slow-learning case,

. § —(p+A)
a _SZ)V _ A (1- o (rEp+A) )+ Ao o p+Ae ’
H r+p+A r+Ac p+A
Sr A

" Ao x
= _e )y B (A
(I—o)v r—I—/l(1 ¢ ) r+Ac '
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e In the equilibrium under the fast-learning case,

S A eerhiy A pt e PTA
(l—a)vyg  r+p+A r+Ac p+A ’
SL A

(1—a)vg B r—|—),(1 —en )

_ —pti\ b A (A —(rA)
—I—)L(l l—pe l)r—i—l <e I —e 2)

AP i ! (e P —omrie)s)

A—p r+p
Ao —rti | At} A —(Atf+pt5) — (A5 +ptf)
+ me 2 |:€ 2+ H (e 1 2 —e 2 1 ) .

B Proofs

B.1 Proof of Propositions 1-4

Here I prove the optimality of the two-phase and three-phase equilibria, and provide the char-
acterization result for both slow- and fast-learning case. I start with the characterization of the
final phase, which is common for both cases. Then I analyze characterization for the cases with

slow and fast learning, respectively.

B.1.1 Equilibrium Behavior in the Final Phase

Recall that (1) = M;I;”T(lqzb([) is the buyers’ confidence at time ¢. The following lemma summa-

rizes the results derived in this subsection:

Lemma 4. In equilibrium, there exists t* < oo and o : {t : t > t*} — [0, 1] such that the equilib-

rium behavior after t* is the following:

e the buyer at time t submits the trade-ending offer ovy with probability 6 (t) and submits
a losing offer py < Ry (t) with probability 1 — o (t).

o the seller’s reservation value:

Ry(1) = avp + a(vy — ) / TN g(1 — g Ao )dsy
t
Ru(t) = qoavy + (1= qo)Rp(1);
e the belief q(t) = q* fort > t*;

35



e the buyer’s offer o (t) must satisfy

Ry(1) > v, (28)
Ru(1) = B(1)v(qo) + (1= B(1))ve, (29)

for any t > t*; at least one of the above conditions binds at t = t*.

Fix an equilibrium. Let 7* = inf{z : ¢(¢) > ¢*} be the time when the buyer’s unconditional

belief reaches ¢* for the first time.

Step 1 t* is finite.

Proof. Suppose not, i.e., ¢(t) < ¢* for any 7. Then the buyers never offer avy as it yields a
negative payoff. Then the similar argument as Lemma 3 shows that the buyers never offer more
than av(qo), and hence R, (1) = av(qo) for all ¢.

There must exist finite 7 such that for all ¢ > 7, offering R, () gives negative payoff (if not,
there must be a lots of agreement with type-B seller, hence ¢(¢) > ¢* for ¢ large). Then after 7,
trade is occurred only with type-B seller, so R, (t) = avy, for any ¢ > 7. Since this is profitable

for the buyer, the trade will occur and eventually ¢(¢) > ¢*, contradiction. N

Step 2 For any 1 > t*, trade occurs only at R, = avy. Therefore, q(t) = g* for any r > t*.

Proof. Suppose not, then there exists #; and #, such that t* <¢; < f; < oo and the trade happens
at p # avy only if ¢ € [t1,0].13

Then for any 7 > 11, the buyers’ belief ¢(¢) is greater than g*, so offering avy yields positive
payoff. Hence the buyer after 7 never submits a losing offer. That implies the buyer after t,

offers avy for sure. Then R, (¢) and R, (1) as t approaches to 1, are given by

Hm Ru(t) = g ovlao) + 57

vy,

lim Rb(l)

— vy +
1= A+r

(04 .
Adr VH

131t must be the case that there exists finite 72: suppose not. Then q(t) converges to one as f goes to infinity, since
no buyer submits a losing offer after #;. Furthermore, since the speed of learning p > 0 is positive, the probability
of the good type @, (z) converges to one as r — . However, if ¢, (¢) is sufficiently close to one, expected payoff
from targeting the uninformed or the bad type is arbitrarily small because there exist lower bounds for R, (¢) and

Ry, (1). Therefore, there exists f < oo such that it is strictly optimal to offer R, (t) = ovy for r > 7, contradiction.
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However, submitting either offer is suboptimal for the buyer, since under Assumption 1,

! ovyp + A o <0
VL A7 VL A+r VH ’

r
A+r r

0u(1) [v<qo> - ( av(go) + %avﬂ)} o) [VL _ (%ﬂav(%) N )LLHWH)} <o,

Soift is arbitrarily close to f,, trade must happen only at avy, which contradicts to the definition
of 1. ]

Step3 R, (t) and R,(¢) satisfy (28) and (29) for any 7 > ¢*; at least one of the conditions binds
att =t

Proof. By step 2, the buyers arrive at¢ > t* receives zero payoff. If either (28) or (29) is violated,
then the buyer has a profitable deviation to target the low type or the uninformed, respectively.
Suppose that both (28) and (29) are strict at 7 = ¢*. Then since R, () and ¢, (¢) are continuous
in ¢, there exists € > 0 such that offering R,,(¢) or R, (¢) yields negative payoff to the buyer for
all7 € (t* —&,1*). But it contradicts to the definition of ¢*. O

B.1.2 [Equilibrium Before the Final Phase: Preliminary Observations

By the definition of #*, offering p = vy at any ¢ < ¢* yields negative payoff to the buyer, hence
it is suboptimal. So the buyer either offers R, (¢) to target the uninformed or offers R,(¢) to
target the bad type. Recall that the buyer receives more payoff by offering R, (¢) than R, (¢) if
and only if
B(t) > B(1),
_ Ru(t)=Ry(1)

where B(t) = CDEOR

The result in Step 3 implies that there are three cases at t = ¢*:

1. (29) is binding, but (28) is not: if this is the case, then R,(*) = B(*)v(qo) + (1 —

B(t*))ve and Ry(¢*) > vr. Moreover, R, (t*) = goavy + (1 — qo)Rp(1*) since the value

of information is zero in the final phase. Hence

N _Ru(t*)—vL
pur)= v(qo) —vi
_ qoowvy + (1 —qo)Rp(t*) —ve _
B v(qo) —vr ~a

Similar calculation shows that B(¢*) > ¢*. On the other hand, B(¢*) < (¢*) since target-
ing the bad type is worse than targeting the uninformed. As a result, §(¢*) > B(¢*) > ¢*.
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2. both (28) and (29) are binding: then R, (t*) = B(t*)v(qo) + (1 — B(¢*))vy and R,(t*) =
vr. Similar calculation shows that B(¢*) = B(t*) = ¢*.

3. (28) is binding, but (29) is not: in this case, we have f(t*) < B(t*) = ¢*.

B.1.3 Slow-learning Case: Proof of Propositions 1 and 2

Lemma 5. Fix an equilibrium. Suppose at time t*, (29) is binding, but (28) is not. Then the
buyers at any t < t* offer R, (t) for sure.

Proof. First I show that the buyers at any ¢ < t* do not target the bad type, that is og,(1) =0
for any ¢ < t*. Suppose to the contrary that 6y (t) > 0 for some ¢ < t*. Let 1" = sup{t < *:
opy(t) > 0}. Then t' < ¢* because (28) does not bind at ¢*. Since R,(t") < vy and R, () <
qgoavy + (1 —qo)Ry(t) for all 7,

Ru(t) = Rp(1) _ qo(ovm — Rb()) ‘

v(q0) = Rp(1) = v(qo) =Ry (1)
so it must be the case that B(¢7) < ¢*. On the other hand, B(¢*) > ¢* since (29) binds at ¢*
while (28) does not bind. Moreover, since ogy(t) = 0 for t € (¢,¢*], (12) implies that (¢) is

decreasing for ¢ € (¢7,1*], leading to a contradiction.

Now it remains to show that any buyer at # < ¢t* has no incentive to submit a losing offer.
Define p(t) = B(t)v(qo) + (1 — B(¢))vL be a expected value of traded good to the buyer then
he targets the uninformed seller . Then submitting a losing offer is no worse than targeting the
uninformed at time ¢ if and only if R, (¢) > p(¢). I claim that R, () < p(¢) for any ¢ < t*. From

the previous argument,

Ry(17) = p(t") = qoove + (1 = qo)ve = ¢"v(q0) + (1 —q")vL.
Since B'(t) = —pB(¢) (1 —qoB(¢)) and B(r*) > ¢* from the above equation,
P(t) =—pB(t)(1—qoB(t)) go(ver —vr)
< —pgo(ver —vr) min{1 —go.q" (1 —goq")},

and (1) > ¢*v(qo) + (1 —¢*)vr. On the other hand, since R, (1) = —p (qoavy + (1 —qo )Ry (2) —
R,(1)), So either R, (1) < g*v(qo) + (1 —¢*)vy or

R, (t) > —pgo(avy —Ry(1))
> —pqo(1—qo)(avg —vr) = —pgo(ve —vr)q" (1 —qo).
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Therefore, whenever R, (t) > ¢*v(qo) + (1 — ¢*)vy it must be that R/ () > p'(¢), leading to the

desired result. L]

Let z(t) = ¢ P and z* = z(r*). Let Kk = % = % be the inverse of the seller’s effective

learning speed. Consider a strategy profile in which the buyers target the uninformed for any

t < t*. Then the condition (19) can be rewritten as

Zx+ () =C(1+x), (30)

where C = % 1;;’0 > 1. By the implicit function theorem, % > 0."* Moreover, it can be

shown that lim,_,0z* = 0 and limy_...z* = 1.

On the other hand, equation (17) can be rewritten as

_ z(t)
B(I)_CIOZ(I)JF(I—CIO)’ (D

* _ Z* — k . X * . . . * . —_— —_
so B(t*) = ) = B*. Since B* is increasing in z*, there exists K such that ¥ > i if and

only if B(t*) > ¢*.
Lemma 6. (/) K > K if and only if there exists an equilibrium of the game where the buyers at
t < t* target the uninformed for sure, and hence t* is uniquely determined by equation (30).

(2) There exists ¥ > 0 such that if K > K and r < 1, then in any equilibrium of the game,

buyers att < t* target the uninformed for sure, and hence t* is determined by equation (30).

Proof. (1) Consider a strategy profile in which the buyers at any ¢ < ¢* target the uninformed
seller. Then (29) must binds at ¢*, that is,

Ru(t7) = B(t")v(qo) + (1= B(¢") v

YLet F(z*,x) = 2k + (z*) ¥ — C(1+«). Then

Z*)—K—l _ 1)

Since x(1 —logx) < 1ifx € (0,1), % > 0.

39



On the other hand, by Lemma 4, R, (t*) = gootvy + (1 — qo)R,(¢*). Then a simple calculation
shows that Ry, (t*) > vy, if and only if B(¢*) > ¢*. Therefore, the incentive constraint for the bad
type (28) is satisfied if and only if k¥ > K.

(2) Suppose to the contrary that there exists an equilibrium where op,(f) < 1 for some
t < t*. Then Step 3 in Subsection B.1.1 and Lemma 5 imply that (28) must bind at t = ¢*,
and hence B(t*) = ¢*. Moreover, proof of Lemma 5 implies that op,(¢) > 0 for r < ¢*. Let
f =inf{t <t*: opy(t) > 0}. Then since R,(7) <vr and R, (t) < goatvy + (1 —qo)Ry(¢) for all
t,

Ru(7) = Ry(?) _ qo(ave —Ry(7)) _ .

- v(g0) —Rp(F) = v(q0) — Ry (f)
and hence B (7) < B(f) < ¢*. Furthermore, 3 (7) = B(f) by the following argument: Suppose to

the contrary that 8 (7) < B(f). Then there exists £ > 0 such that o, (1) = 1 forany ¢ € [f —&,7).
However, then from (14) Ry (¢) is strictly increasing ¢ € [f — &,7), so the buyer at f — € has a
profitable deviation to offer R, (), contradiction.

Therefore, it must be that there exists a time before 7 where the buyer submits a losing offer
with positive probability, that is, opy (1) > 0 for some # < 7 (if not, g(f) > ¢* because k¥ > &,
so it contradicts to the definition of t*). Let 7 = sup{t <7 : opy(t) > 0}. Then the buyer at
time 7 must be indifferent between submitting a losing offer and targeting the uninformed seller,
that is, R, (F) = p(7) = B(t)v(qo) + (1 — B(¢))v.'>. Moreover, the definition of 7 implies that
p'(t) > R, (t). From the equation (12),

P (1) = qo(ver —v) B'(F)
— pao(vi—v ) B (1 —qoB(D)).

On the other hand, using equation (13) and the condition R,(7) = p(7), lower bound on R/, ()

is given by

R, (7) > —p(goovy + (1 —qo)Rs(7) — Ru(7))

= —pqo(avy — p(7))
= —pgo(va —vr)(q" — B(F)q0).

15Suppose the contrary that R, (f) < p(7). Then at 7 the buyer must be indifferent between submitting a losing
offer and targeting the bad type, that is, R, () = vz. Moreover, it must be that op,(t) = 1 at r € (7 —¢,7) for
sufficiently small € > 0. But then the price dynamics described in Subsection A.2 implies that R, (1) < R,(7) = v
forr € (f—&,f), so the buyers att € (f — €,7) are better off by targeting the bad type, a contradiction.
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Simple calculation gives that p'(7) > R! () only if

1+q0—+/(14+90)%—49*qo

B(H)<B'= o

€ (0,4%).

Note that 87 is independent of the seller’s discount rate . Since 3 (¢) is decreasing for t € [0,7),
it follows that B(7) = B(f) < BT. However, the price dynamics described in Subsection A.2
implies that there exists 7 > 0 such that if » < 7, then the value of 7 — t* must be sufficiently large

to satisfy B(f) < B7, so that the condition ¢(¢*) = ¢* is violated, leading to a contradiction. []
B.1.4 Fast-learning Case: Proof of Propositions 3 and 4

Now consider the case in which ¥ < k.

Lemma 7. In equilibrium, there exists t < t* such that opy(t) > 0.

Proof. Suppose not; that is, og,(¢) = 0 for any 7 < t*. Then from (12), B(¢) is given by

_ z(t)
Pl = qoz(t) + (1—qo)

Then by the definition of &, B (t*) < g*. Since R, (t*) = B(t*)v(qo) + (1 —B(¢*))v = qootvy +
(1 —qo)Rp(t*), it must be that R, (¢*) < vz, which contradicts to Step 3. O

Let 7 < t* be the first time in which the buyer offers R, (7) with positive probability, that is,
f = inf{r < t*: op,(r) > 0}. Then the proof of Lemma 6 implies that () = B(7) < ¢*, and
hence that 7 > 0.

Lemma 8. There exists Kk > 0 such that if K < K, for any fixed x > 0, if a strategy profile with
t* —f = x is an equilibrium, then

(1) the buyers at t € (f,t*) offer R,(t) with probability one and the buyers at t € [0,7) offer
R, (t) with probability one;

(3) the value of t (hence t*) is uniquely determined.

Proof. (1)Letg= qo O(‘VH) Oé‘VVLL € (¢0.¢*). I claim that if & < qqo , the buyers at € (7,1*) offer
R, () with probability one. Suppose to the contrary that GBb( ) < 1 for some 7 € (7,1*). Let
7 = sup{r : opp(r) < 1}. To derive contradiction, it is sufficient to show that B'(7—) < B'(i—).

From (12),
B'(f—) < —pB(F)-[(1—qoB(F) —x(1-B(D))].
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Since the value of information at 7 is zero (that is, R, (7) = goatvy + (1 —qo)Rp (7)), and R, () >
avy, hence B(7) > g. Since k < ]I_quo, it is easy to verify that §’(f—) < 0. On the other hand,
from (15),
B(i-) > B) - [pFy (1) + (7).

Since R,(7) = qoavy + (1 —qo)Ry(7), Fp(f) = 0 and F,(7) > 0. Therefore, B'(i—) > 0 >
B’ (7—), leading to the contradiction.

On the other hand, Since the buyers offer R, (¢) with probability one for all z € (7,¢*), from
Subsection A.3.2 the reservation prices of the uninformed and the bad type at 7 are given by
(since t* —f = x)

Ry(f) = ovp + (v —avp)e™ ™,

R,(?) = goovy + (1 —qo)Rp (7).
From equations (18) with the above boundary conditions at time 7, it is easy to show that
there exists k' > 0 such that for any k < k', R,(t) < p(t) for any t < 7. Then defining
K= min{ll_quO, k"} leads to the desired result.
(2) Since the buyer at time 7 is indifferent between targeting the uninformed and targeting
the bad type, it must be that B(7) = (7). The value of R,(f) and R, (f) calculated above imply
that B(f) = B(f) = qo- 22—t )e™™) " phen from the belief evolution equation (17),

v(go)—(avp+(vp—owp)e™¥) "
the value of 7 is uniquely determined. Note that B(f) = (7) is decreasing in the value of x, so

f is increasing in x. [
Lemma 9. Suppose Kk < K where K is determined in Lemma 8. Then there exists unique x such

that the strategy profile in the previous lemma with t* —f = x is an equilibrium.

Proof. Let G(t1,t5) be the value of ¢(#; + 1) under the strategy profile in which the buyers at
any t € 0,1, ) offer R, (¢) for sure and the buyers at any ¢ € [t1,7] 415 ) offer R,(¢) for sure. Then

it is sufficient to show that G(¢1,7,) is strictly increasing in #; and 7. From equation (20),

- p A+p)t A
q(n.ta) g0 /1+pe( P A+p
1—@(t1,l‘A) 1—qo ePti—Ata +/LTp(e—ptA_e—MA)

(A+p) L A P
q0 ¢ ‘5 A+p

1 —qo Pt + ffp(e(xfp)m —1) e

Since

PN (i)
eptl_,'_llfp(e(lfp)tA_l) Yy {(e(/lJrP)ll _ 1) + (A +p)e(l+P)l‘lel—A*1}

Y
{epll + )L)LTp(e(l_p)tA _ 1)}2

>0,
8t1
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and
0 ({epll + )L/lTp(e(/l—P)fA - 1)}e—MA> Ap
ot A —p

2G(t1,tp) LIGEIN)
% > 0 and 8+AA > 0. OJ

B.2 Proof of Proposition 5

It is sufficient to show that if go is close to ¢*, z* = e P" calculated when k = l%go satisfies
__z * * < 4 =499 . e .

2071 (1=q0) >q,or gt > gt It can be shown from equation (30) that z* is increasing in qo,
and that z* converges to one as gy converges to g*. Moreover, q]:}qqoo is decreasing in ¢gg, and
converges to p’i—q* < 1 as gg converges to ¢*, completing the proof.

B.3 Proof of Proposition 6

Suppose k > k. Then by equation (16), t* is determined by

pe* +Ae P =C(p+21), (32)
where C = % : 1;% > 1. LetY(p,t*) = peM +Ae P —C(p+ 1), then
ot 3—,?
3
dp ok
1 CHrde P —e M
Y eM —epr .

Since e*" — e P! > 0, it remains to show that ® = C+*Ae P’ —e M < 0. Let w* = pr*.
Then by (19),

O =C+rwe™ —C(14+Kk)+xe™
= k(e (14w*)=C).

Since (1 —a)e ™ < 1 < C for any a > 0, we have & < 0.

Now suppose that k < K. Letty =15 —t], and define
P (A+p)tf A
)L+pe P+ A+p

-C
tF—Ath A —ptr — At >
ePh A‘f‘ﬂ(e Pin — e A)

g1(ti.t;p) =

(1 =) {2 vm +vi } + oo (v —vi) (1= #)

(1 — OC)VL(I —i—qo—qoep’f)

*
N

gaifrhip) = e

9
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Then by the implicit function theorem,

8ti‘ . —A»B1+A 2B
dp  AnAyn—ApAy’
% Ay B —AnB;

dp  AnAn—ApAy’

where
_ 9g1(fi‘JZ;P) _ 1 —Ath Ap (A+p)tf (A+p)ef APy
A]]:T—F'e Am (e |_1)+(l+p)€ 1 A—p
_ 9g1(tTJZ;P) _ | P (A+p)t A Ap —pt; —Atx
S e A VA w) e L A

—1
o

B = ap A2

1 * * A/
_ L e pri Ay
A2 {tle Ve

_ dga(1f.15:p) _ pqo(avy —v(qo))eP"t

Ay = =

oty (1—q0) (1 —a)vr(1+qo—qoeP'r)?
g, (15,15, .
Ay = gz(alt*Ap) =—re " <0,
A
dgy(tF, 1%, t
BZEM:A21-—I>O,
dp p

3
I

* * _ * _ * . . a
and A = eP'i—Ma 4 ﬁ(e PIA —e~*1), Then it is easy to check that R

References

AKERLOF, G. A. (1970). The Market for “Lemons”: Quality Uncertainty and the Market Mech-

anism. Quarterly Journal of Economics, 84 (3), 488-500.

BoLTON, P., SANTOS, T. and SCHEINKMAN, J. A. (2011). Outside and Inside Liquidity.

Quarterly Journal of Economics, 126 (1), 259-321.

CAMARGO, B. and LESTER, B. (2011). Trading Dynamics in Decentralized Markets with

(A+p)?

(—(A—p)ige P+ A(e Ph - e‘%))}

_daiiiip) 1 { pri—aiy y (e Ph _em,g)}_ (A +p)tipel TP 4 A (AP —1)

(o)t
PR

A+p

Adverse Selection. Working Paper, FRB Philadelphia and Sao Paulo School of Economics.

CHoOI, M. (2013). Asset Prices and Information Transmission. Working Paper, University of

Towa.

44



DALEY, B. and GREEN, B. (2012). Waiting for News in the Market for Lemons. Econometrica,
80 (4), 1433-1504.

DANG, T. V., GORTON, G. B. and HOLMSTROM, B. (2012). Ignorance, debt and financial
crises. Working Paper, Yale University and MIT.

DENECKERE, R. J. and LIANG, M.-Y. (2006). Bargaining with Interdependent Values. Econo-
metrica, 74 (5), 1309-1364.

EVANS, R. (1989). Sequential Bargaining with Correlated Values. Review of Economic Studies,
56 (4), 499-510.

FucHS, W., ORY, A. and SKRZYPACZ, A. (2012). Transparency and Distressed Sales under
Asymmetric Information. Working Paper, UC Berkeley and Stanford University.

— and SKRZYPACZ, A. (2010). Bargaining with Arrival of New Traders. American Economic
Review, 100 (3), 802-836.

— and — (2013). Costs and Benefits of Dynamic Trading in a Lemons Market. Working Paper,
UC Berkeley and Stanford University.

GORTON, G. B. and METRICK, A. (2012). Securitized Banking and the Run on Repo. Journal
of Financial Economics, 104 (3), 425-451.

GUERRIERI, V. and SHIMER, R. (2013). Dynamic Adverse Selection: A Theory of Illiquidity,

Fire Sales, and Flight to Quality. American Economic Review.

HORNER, J. and VIEILLE, N. (2009). Public vs. Private Offers in the Market for Lemons.
Econometrica, 77 (1), 29-69.

JANSSEN, M. C. W. and Roy, S. (2002). Dynamic Trading in a Durable Good Market with

Asymmetric Information. International Economic Review, 43 (1), 257-282.

KAya, A. and KiM, K. (2013). Trading Dynamics in the Market for Lemons. Working Paper,

University of lowa.

— and L1u, Q. (2013). Transparency and Price Formation. Working Paper, University of lowa

and Columbia University.

Kim, K. (2011). Information about Sellers’ Past Behavior in the Market for Lemons. Working

Paper, University of lowa.

45



LAUERMANN, S. and WOLINSKY, A. (2013). Search with Adverse Selection. Working Paper,
University of Michigan and Northwestern University.

LEVIN, J. (2001). Information and the Market for Lemons. RAND Journal of Economics, 32 (4),
657-666.

MORENO, D. and WOODERS, J. (2010). Decentralized Trade Mitigates the Lemons Problem.
International Economic Review, 51 (2), 383-399.

MORRIS, S. and SHIN, H. S. (2012). Contagious Adverse Selection. American Economic Jour-

nal: Macroeconomics, 3 (4), 1-21.

NOLDEKE, G. and VAN DAMME, E. (1990). Signalling in a Dynamic Labour Market. Review
of Economic Studies, 57 (1), 1-23.

PLANTIN, G. (2009). Learning by Holding and Liquidity. Review of Economic Studies, 76 (1),
395-412.

SWINKELS, J. M. (1999). Education Signalling with Preemptive Offers. Review of Economic
Studies, 66 (4), 949-70.

VINCENT, D. R. (1989). Bargaining with Common Values. Journal of Economic Theory, 48 (1),
47-62.

ZHU, H. (2012). Finding a Good Price in Opaque Over-the-Counter Markets. Review of Finan-
cial Studies, 25 (4), 1255-1285.

46



