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Abstract
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1 Introduction

The subjective expected utility (SEU) model axiomatized by Savage [24] is the

most popular model of preference under uncertainty used in game theory and

economic theory. In the decision-theoretic approach to game theory, each player�s

problem of strategy choice can be cast as a single agent decision problem under

uncertainty. Accordingly, a player�s beliefs about the strategies played by op-

ponents are represented by a probability measure and the player is (Bayesian)

rational if the player chooses a strategy that maximizes the subjective expected

utility whereby expected values are calculated by using the probability measure.

Bernheim [3] and Pearce [22] proposed the game-theoretic solution concept of

rationalizability as the logical implication of common knowledge of rationality in

the standard expected utility model (see also Tan and Werlang [27]). In particu-

lar, the set of (correlated) rationalizable strategies can be derived from iterative

deletion of never best response strategies and it is equivalent to iterated strict

dominance (see Osborne and Rubinstein [21, Chapter 4]).

The Ellsberg Paradox and related experimental evidence demonstrate that

a decision maker usually displays an aversion to uncertainty or ambiguity and,

thereby, motivates generalizations of the subjective expected utility model. The

notion of �rationality�can thus be de�ned as the maximization with respect to a

preference ordering in an alternative model of preference, such as ordinal expected

utility, probabilistically sophisticated preferences, Choquet expected utility the-

ory or the multi-priors model. Epstein [10, Theorems 3.2 and 6.3] extended the

concept of rationalizability to a variety of general preference models by charac-

terizing rationalizability and survival of iterated deletion of never best response

strategies as the (equivalent) implications of rationality and common knowledge

of rationality.1

1See, e.g., Klibano¤ [15], Dow and Werlang [8], Lo [16], and Marinacci [19] for generalizations
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As an outside observer, one only observes the actual strategy choice but not

the preferences of each player. The outstanding question is whether or not for

an outside observer to distinguish Bayesian players from other types of players

with general preferences. The purpose of this paper is to study the observational

indistinguishability about rationalizable strategic behavior in di¤erent preference

models. In the context of single-person decision making, the Ellsberg Paradox

demonstrates that there do exist some observable implications of di¤erent prefer-

ences. Somewhat surprisingly perhaps, we show that rationalizability in a class

of very general preference models yields the same outcome of iterated strict dom-

inance (see Theorem 1). Since the notion of (payo¤) dominance is �preference-

free,�this result implies that rationalizable strategic behavior in these preference

models is observationally indistinguishable from that in the standard expected

utility model. This paper thus provides some insight into the notion of rational-

izability under general preferences in the context of strategic interaction.

To illustrate our main result in this paper, consider the following one-person

game with nature (where the entries are utility payo¤s and with 0 < " < 1=2);

cf. Ghirardato and Le Breton [14, Sec. 2].

!1 !2
f 1 0
g 0 1
h " "

Observe that in this example, if the player chooses an act which maximizes

expected utility with respect to additive beliefs about states, then the player will

not choose h. If, instead, the player maximizes the Choquet expected utility

(CEU) or multi-prior expected utility (MPEU) of Gilboa and Schmeidler [13],

then h can be optimal. Thus, there are some observable implications of di¤erent

of Nash equilibrium with general preferences.
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preferences in this case; see Sec. 4 for more discussion. However, this discrep-

ancy between Bayesian rationality and other general rationality disappears once

we consider the mixed extension of this game. Since h is dominated by the

mixed action 1
2
f + 1

2
g (under risk neutrality), h is no longer CEU or MPEU ra-

tional in the mixed extension of the game. Intuitively, the mixed action 1
2
f + 1

2
g

generates strictly higher payo¤s in both states and the CEU and MPEU func-

tionals are strongly monotone. Subsequently, Bayesian rationality is observably

indistinguishable from other general notions of rationality, e.g., CEU and MPEU

rationality. In this paper, this kind of indistinguishability result is shown to be

true in a class of games with a variety of general preference models, when payo¤

functions are concave-like (see Sec. 2) and preferences are strongly monotonic and

compatible with the SEU model. Our indistinguishability result can be applied

not only to mixed extensions of �nite games (see Corollary 1), but also to many

other important applications in economics such as �nice games�de�ned in Moulin

[20], for example, the Cournot-oligopoly model (see Corollary 2).

As we emphasized above, this paper focuses on observable implications for ra-

tionalizability in strategic games under various models of preference. Our paper

is therefore related to the work of Bergemann and Morris [2] regarding �strate-

gic distinguishability and robust virtual implementation.�Bergemann and Morris

[2] studied the related question of �strategic revealed preference� in a di¤erent

framework, and de�ned the notion of (rationalizable) strategic indistinguishabil-

ity over di¤erent (interdependent) payo¤-relevant types in an SEU environment

where payo¤-relevant types may not be observable. In addition, Bergemann and

Morris [2] studied robust virtual implementation by the notion of strategic indis-

tinguishability in their framework.

To conclude this introduction, we provide a perspective on the basic idea be-

hind the observational indistinguishability result of this paper. The argument
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for the indistinguishability result is as follows: Under the �strong monotonic-

ity�property of preferences (C2), rationalizable strategies in a preference model

must survive iterated deletion of strict dominated strategies. As the subjective

expected utility preferences are �admissible� in a preference model (C1), ra-

tionalizable strategies in the SEU model cannot be excluded by any preference

model. The equivalence result between the notion of �payo¤ dominance�and the

notion of �never-best response�in the SEU model subsequently yields the indis-

tinguishability result. The argument for the equivalence result in our framework

rests mainly on K. Fan�s [12] minimax theorem (see the proof of Lemma 1 in the

Appendix).

The rest of this paper is organized as follows. Section 2 lays out the set-up.

Section 3 presents the main result. Section 4 o¤ers some concluding remarks. To

facilitate reading, the proofs of lemmas are relegated to the Appendix.

2 The set-up

We consider an n-person strategic game

G �
�
N; fXigi2N ; f� igi2N

�
;

where Xi, for each player i 2 N , is a nonempty compact Hausdor¤ space, and

� i : X ! [0; 1] (where X � �
i2NXi is endowed with the product topology) is a

continuous payo¤ function that assigns each strategy pro�le x 2 X to a number

in [0; 1] and is concavelike in Xi, i.e., for every xi, x0i 2 Xi and a 2 [0; 1], there

is some x00i 2 Xi such that � i (x
00
i ; x�i) � a� i (xi; x�i) + (1� a) � i (x0i; x�i) for all

x�i 2 X�i (cf. Sion [26]).2

2 The payo¤ function �i is concave on a convex set Xi if, for every xi, x
0
i 2 Xi and a 2 [0; 1],

�i (axi + (1� a)x0i; x�i) � a�i (xi; x�i) + (1� a) �i (x0i; x�i) for all x�i 2 X�i. Clearly, if �i is
concave on Xi, then �i is concavelike in Xi.
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For the purpose of this paper, we consider a �model of preference�P (�) �

fPi (�)gi2N , where Pi (�) is de�ned for any compact subset Y � X satisfying

Y = �
i2NYi, and Pi (Y ) is interpreted as player i�s admissible preferences over

Xi when i faces the opponents�strategy uncertainty in Y�i.3 Let Pi(XjY ) denote

the set of player i�s conditional preferences for which the complement of Y is

null in the sense of Savage [24] �i.e. any two strategies of i that yield the same

payo¤ outcome for each pro�le in Y�i are ranked as being indi¤erent. We require

that there is a one-to-one correspondence between Pi (XjY ) and Pi (Y ) such that

any preference ordering in Pi (XjY ) can be regarded as a preference ordering in

Pi (Y ). We �rst introduce the following de�nition.

De�nition 1. Let Y = �
i2NYi be a nonempty subset of X.

(1.1) A strategy yi 2 Xi is strictly dominated given Y if there exists xi 2 Xi such

that � i(xi; y�i) > � i(yi; y�i) 8y�i 2 Y�i, which is denoted by xi >Y yi.

(1.2) A strategy xi 2 Xi is i�s best P-response given Y if there exist some compact

subset Y � Y and preference ordering � in Pi
�
Y
�
such that xi � yi 8yi 2 Xi.

De�nition 1(1.1) is a notion of �pure-strategy�dominance in the sense that

a strategy can be strictly dominated only by using a pure strategy, excluding

using a mixed strategy as a dominator. Throughout this paper, we impose the

following two conditions on a model of preference: 8i 2 N and compact subset

Y � X satisfying Y = �
i2NYi,

3In this paper we are mainly concerned with the aspect of strategic implications. For sim-
plicity, we adopt a simple version of �model of preference;� see Epstein [10, pp. 5-7] for the
more complete description of �model of preference.� Note that here we do not assume that
preferences have utility function representations.
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C1 [SEU Admissibility] PSEUi (Y ) � Pi (Y ), where4

PSEUi (Y ) � fu�j 9� 2 �(Y�i); u
�

(xi) =

Z
Y�i

� i (xi; y�i) d� (y�i) ;8xi 2 Xig.

C2 [Strong Monotonicity] For preference ordering � in Pi (Y ), xi � yi if

xi >
Y yi, 8xi; yi 2 Xi.

The SEU Admissibility condition requires all subjective expected utility prefer-

ences to be admissible preferences. The Strong Monotonicity condition requires

that a strategy is strictly preferred to another strategy if the former strategy

strictly dominates the latter one. The two conditions seem to be very natural,

and are satis�ed by many preference models discussed in the literature, e.g., the

subjective expected utility model [24], the ordinal expected utility model [5], the

probabilistic sophistication model [18], the multi-priors model [13], the Choquet

expected utility model [25], the lexicographic preference model [4], and so on.

We de�ne the notion of rationalizability in a preference model P (�) as follows:

De�nition 2. A strategy pro�le x� 2 X is P-rationalizable if for each i 2 N

there is a compact subset Yi � Xi such that

� x�i 2 Yi, and

� 8yi 2 Yi is a best P-response given Y , i.e., there exists a preference

ordering � in Pi (Y ) such that yi � xi 8xi 2 Xi.

Denote by R [P (�)] the set of P-rationalizable strategy pro�les.

We also need the following de�nition.

4�(Y ) is the set of all regular Borel probability measures endowed with the weak* topology.
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De�nition 3. (3.1) The set of strategies that survive iterated deletion of strictly

dominated strategies is de�ned as:5 D1 � \1k=0Dk, where D0 = X and for k � 1

Dk =
�
x 2 Dk�1j 8i 2 N , xi is not strictly dominated given Dk�1	 .

(3.2) The set of strategies that survive iterated deletion of never-best P-responses

is de�ned as: R [P (�)]1 � \1k=0R [P (�)]
k, where R [P (�)]0 = X and for k � 1

R [P (�)]k =
n
x 2 R [P (�)]k�1 j 8i 2 N , xi is a best P-response given R [P (�)]k�1

o
.

Epstein [10] characterized P-rationalizability as the implications of rational-

ity and common knowledge of rationality by using Epstein and Wang�s [11] con-

struction of universal type space. In particular, Epstein showed that the set of

P-rationalizable strategy pro�les can be derived by iterated deletion of never-best

P-response strategies.

3 Result

The central result of this paper shows that, for any arbitrary model of preference

which satis�es C1 and C2, the set of P-rationalizable strategies coincides with

the �preference-free� set of strategies that survive iterated deletion of strictly

dominated strategies. This indistinguishability result on rationalizability is valid

for many preference models discussed in the literature, including the subjective

expected utility model [24], the ordinal expected utility model [5], the probabilis-

tic sophistication model [18], the multi-priors model [13], the Choquet expected

utility model [25], and the lexicographic preference model [4]. Formally, we have

5See Dufwenberg and Stegeman [9] and Chen et al. [6] for extensive discussions on the
iterated strict dominance in general games.
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Theorem 1. Under C1 and C2, R [P (�)] = D1.

To prove Theorem 1, we need the following Lemmas 1-3 (see Appendix for

proofs).

Lemma 1 Suppose that Y = �
i2NYi is a nonempty compact subset of X.

Then, any never-best PSEU -response given Y is a strictly dominated strategy

given Y .

Lemma 2 8k � 0, Dk is nonempty and compact.

Lemma 3 D1 � R [P (�)] � R [P (�)]1.

Proof of Theorem 1: By Lemma 3, it su¢ ces to show that \1k=0R [P (�)]
k �

\1k=0Dk. We proceed to show R [P (�)]k � Dk by induction on k. Clearly,

R [P (�)]0 = X = D0. Assume R [P (�)]k�1 � Dk�1 and prove R [P (�)]k � Dk.

By Lemma 2, Dk�1 is nonempty and compact. By C2, no strictly domi-

nated strategy given Dk�1 is a best P-response strategy given R [P (�)]k�1. Thus,

R [P (�)]k � Dk.�

In the framework of this paper, the notion of �dominance�in De�nition 1(1.1)

is de�ned by taking only a pure strategy as a dominator. Theorem 1 is, however,

easy to be applied to the case of �dominance�by using a mixed strategy. Consider

the �mixed extension�of a �nite game, in which the set of strategies of each player

i is the set of i�s mixed strategies.6 As the set of i�s mixed strategies can be viewed

as a simplex in a �nite-dimensional Euclidian space, the following Corollary 1 is

6With non-expected utility preferences, players may strictly prefer to randomize (see, e.g.,
Lo [16]).
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an immediate implication of Theorem 1. This corollary generalizes the elementary

equivalence result between iterated strict dominance and rationalizability in the

standard SEU model (see Pearce [22, Lemma 3]), as well as the equivalence result

about the �uncertainty aversion� rationalizability (see Klibano¤ [15, Theorem

4]).7

Corollary 1. In the mixed extension of a �nite game, if the preference model

P (�) satis�es C1 and C2, then the set of P-rationalizable mixed strategy pro-
�les coincides with the set of strategies that survive iterated deletion of strictly

dominated mixed strategies.

Our indistinguishability result in Theorem 1 can also be applied to a class of

�nice games,�which is used frequently in economic models. In these games, each

player�s strategy set is (one-dimensional) compact convex set and each player�s

payo¤ function is continuous and (strictly) concave with respect to the player�s

own strategy, as in Cournot competition and di¤erentiated Bertrand competi-

tion.8 Since every concave function is clearly �concave-like,�we have the following

immediate corollary of Theorem 1.

Corollary 2. In the �nice games� where each player�s strategy set is compact

convex set and each player�s payo¤ function is continuous and concave in the

player�s own strategy, if the preference model P (�) satis�es C1 and C2, then the
set of P-rationalizable strategy pro�les coincides with the set of strategies that
survive iterated deletion of strictly dominated strategies.

7We note that Corollary 1 is true for games with compact Hausdor¤ strategy spaces and
continuous payo¤ functions. Moreover, Lemma 1 can be used to show that a strategy is a
never-best PSEU -response i¤ it is dominated by a mixed strategy with �nite support. In the
SEU model Daniëls [7] recently presented a general equivalence result between pure-strategy
dominance and never-best response for games in which payo¤ functions are continuous and
own-quasiconcave, and strategy spaces are compact, metrizable, and convex. In this paper we
do not require that strategy spaces are metrizable and convex.

8Moulin [20] �rstly introduced the notion of �nice games.�We here adopt a slight variant of
�nice games�(cf. Weinstein and Yildiz [28]).

10



Remark. We note that, in the �strongly monotonic�preference model,9 a strat-

egy is a best response for some preference ordering in the �strongly monotonic�

preference model if, and only if, it is not strictly dominated in the pure strategy

sense. Let us say that a preference model P (�) satis�es C1* if, for any i 2 N ,
any strictly undominated strategy x�i , and any compact subset Y � X satisfying

Y = �
i2NYi,

Pi (Y ) �
�
uj u (xi) � min

y�i2Y�i
[� i (xi; y�i)� � i (x�i ; y�i)]

�
.

We can obtain an indistinguishability result with imposing no �concave-like�con-

dition on payo¤ functions: for any preference model P (�) that satis�es C1* and
C2, P-rationality is observationally indistinguishable in the sense that a strategy
is P-rational i¤ it is strictly undominated. However, most of the models studied
in the literature do not satisfy this condition, C1*.

4 Concluding remarks

In this paper, we have presented an observational indistinguishability result (The-

orem 1) about the rationalizable strategic behavior under general preferences, i.e.,

the subjective expected utility model is observationally indistinguishable from all

models of preference that satisfy the conditions of SEU Admissibility (C1) and

Strong Monotonicity (C2). This result is suitable for many preference models

discussed in the literature, e.g., the probabilistic sophistication model, the multi-

priors model, the Choquet expected utility model, the ordinal expected utility

model, and the lexicographic preference model.

9The �strongly monotonic� preference model Pmon (�) is de�ned as: for compact subset
Y � X satisfying Y = �

i2NYi, Pmoni (Y ) =
�
�2 Pi (Y ) j xi � yi if xi >Y yi;8xi; yi 2 Xi

	
.

That is, Pmoni (�) contains all strongly monotonic preferences for player i; see Epstein [10, p.
16].
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It is worthwhile to point out that Theorem 1 holds to be true only for games in

which each player�s utility function is concavelike on the player�s own strategy set.

In particular, the indistinguishability result is also valid in the mixed extension

of a �nite game (Corollary 1). However, the result need not hold in case of the

�nite game where only pure strategies are considered. In a �nite game, Epstein

[10, Sec. 4] found that the notion of �pure-strategy�dominance associated with

the �rationality� is, in general, distinct and depends upon speci�c preference

models. From the perspective of this paper, the �concave-like� assumption on

payo¤ functions do not necessarily hold true in �nite games, e.g., the payo¤

function � i of the game in the Introduction is not concave-like in Xi (since no

pure action for the player guarantees the payo¤ 1=2 = 1
2
� i (f; !) +

1
2
� i (g; !) for

! = !1; !2, for example). Epstein observed that the rationalizable strategic

behavior in the probabilistic sophistication model is indistinguishable from that

in the ordinal expected utility model. In the setting of �nite games, Lo [17]

extended this observational indistinguishability result to all models of preference

that satisfy Savage�s axiom P3 of �Eventwise Monotonicity�by using Borgers�s

[5] notion of �pure-strategy�dominance.10

Finally, it is interesting to note that Bergemann and Morris [2] studied the re-

lated �(rationalizable) strategic distinguishability�in the SEU environment where

payo¤-relevant types may not be observable. Bergemann and Morris provided a

full characterization of �strategic distinguishability�and applied it to robust vir-

tual implementation. In this respect, this paper has presented a �(rationalizable)

strategic distinguishability�result for very general preferences.

10In a �nite game, it is easy to see that the notion of (pure-strategy) strict dominance used in
this paper implies Borgers�s [5] notion of �pure-strategy�dominance which implies the commonly
used notion of �mixed-strategy�strict dominance. In the mixed extension of a �nite game, these
dominance notions become identical and, thus, the indistinguishability result presented in this
paper is consistent with Lo�s [17] one in this case.
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Appendix

Lemma 1. Suppose that Y = �
i2NYi is a nonempty compact subset of X. Then,

any never-best PSEU -response given Y is a strictly dominated strategy given Y .

Proof. Let yi be a never-best PSEU -response given Y . For all xi 2 Xi and

� 2 �(Y�i), de�ne

f(xi; �) �
Z
Y�i

[� i (xi; y�i)� � i (yi; y�i)] d� (y�i) .

By Riesz Representation Theorem and Alaoglu�s Theorem, �(Y�i) is a compact

Hausdor¤ space. Since � i is concavelike on Xi, f is concavelike on Xi. Similarly,

f is linear on �(Y�i), and is therefore convex on �(Y�i). Since � i (jointly)

continuous, f(xi; �) is lower semi-continuous in � by the proof of Reny�s [23]

Proposition 5.1. By Fan�s [12] Theorem 2, we have

sup
xi2Xi

min
�2�(Y�i)

f(xi; �) = min
�2�(Y�i)

sup
xi2Xi

f(xi; �). (1)

Since yi is a never-best PSEU -response given Y , supxi2Xi f(xi; �) > 0 for each

� and, hence, min�2�(Y�i) supxi2Xi f(xi; �) > 0. Therefore, by (1) there is some

x�i 2 Xi such that min�2�(Y�i) f(x
�
i ; �) > 0. That is,Z

Y�i

[� i (x
�
i ; y�i)� � i (yi; y�i)] d� (y�i) > 0 for all � 2 �(Y�i) .

Taking � be the Dirac measure on y�i, we get

� i (x
�
i ; y�i)� � i (yi; y�i) > 0 for all y�i 2 Y�i:

Hence, x�i strictly dominates yi given Y .�

Lemma 2. 8k � 0; Dk is nonempty and compact.

Proof. See the proof of Dufwenberg and Stegeman�s [9, p.2013] Lemma.�

Lemma 3. D1 � R [P (�)] � R [P (�)]1.
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Proof. Suppose y 2 D1. By Dufwenberg and Stegeman�s [9, p.2013] Theorem

1, we know yi is not strictly dominated given D1 for every i. By Lemma 2, D1

is nonempty and compact. By Lemma 1, yi is a best PSEU -response given D1.

By C1, yi is a best P-response given D1. Thus, y 2 R [P (�)].
Now, suppose y 2 R [P (�)]. Then, for each player i, there are compact set

Yi � Xi and preference ordering � in Pi (Y ) such that yi 2 Yi and, for every
y0i 2 Yi, y0i � xi 8xi 2 Xi. Since Y � X is compact, by De�nition 1(1.2), we

obtain that y 2 R [P (�)]1 and Y � R [P (�)]1 and, moreover, y 2 Y � R [P (�)]k

for each k � 2. Thus, y 2 R [P (�)]1.�
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