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Preface

GAME-THEORETIC REASONING pervades economic theory and is used widely
in other social and behavioral sciences. This book presents the main ideas

of game theory and shows how they can be used to understand economic, social,
political, and biological phenomena. It assumes no knowledge of economics, po-
litical science, or any other social or behavioral science. It emphasizes the ideas be-
hind the theory rather than their mathematical expression, and assumes no specific
mathematical knowledge beyond that typically taught in US and Canadian high
schools. (Chapter 17 reviews the mathematical concepts used in the book.) In par-
ticular, calculus is not used, except in the appendix of Chapter 9 (Section 9.8). Nev-
ertheless, all concepts are defined precisely, and logical reasoning is used through-
out. My aim is to explain the main ideas of game theory as simply as possible
while maintaining complete precision; the more comfortable you are with tight
logical analysis, the easier you will find the arguments.

The only way to appreciate the theory is to see it in action, or better still to put
it into action. So the book includes a wide variety of illustrations from the social
and behavioral sciences, and over 280 exercises.

The structure of the book is illustrated in the figure on the next page. The
gray boxes indicate core chapters (the darker gray, the more important). A black
arrow from Chapter i to Chapter j means that Chapter j depends on Chapter i.
The gray arrow from Chapter 4 to Chapter 9 means that the latter depends weakly
on the former; for all but Section 9.7 only an understanding of expected payoffs
(Section 4.1.3) is required, not a knowledge of mixed strategy Nash equilibrium.
(Two chapters are not included in this figure: Chapter 1 reviews the theory of a
single rational decision-maker, and Chapter 17 reviews the mathematical concepts
used in the book.)

Each topic is presented with the aid of “Examples”, which highlight theoreti-
cal points, and “Illustrations”, which demonstrate how the theory may be used to
understand social, economic, political, and biological phenomena. The “Illustra-
tions” introduce no new theoretical points, and any or all of them may be skipped
without loss of continuity. The “Illustrations” for the key models of strategic and
extensive games are grouped in separate chapters (3 and 6).

The limited dependencies between chapters mean that several routes may be
taken through the book.

• At a minimum, you should study Chapters 2 (Nash Equilibrium: Theory)
and 5 (Extensive Games with Perfect Information: Theory).

• Optionally you may sample some sections of Chapters 3 (Nash Equilibrium:
Illustrations) and 6 (Extensive Games with Perfect Information: Illustrations).

xi
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from Chapter i to Chapter j means that Chapter i is a prerequisite for Chapter j. The gray arrow from
Chapter 4 to Chapter 9 means that the latter depends only weakly on the former.
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• You may add to this plan any combination of Chapters 4 (Mixed Strategy
Equilibrium), 9 (Bayesian Games, except Section 9.7, which requires Chap-
ter 4), 7 (Extensive Games with Perfect Information: Extensions and Discus-
sion), 8 (Coalitional Games and the Core), and 16 (Bargaining).

• If you read Chapter 4 (Mixed Strategy Equilibrium) then you may in addition
study any combination of the remaining chapters covering strategic games,
and if you study Chapter 7 (Extensive Games with Perfect Information: Ex-
tensions and Discussion) then you are ready to tackle Chapters 14 and 15
(Repeated Games).

All the material is intended to be accessible to undergraduate students. A one-
semester course for third or fourth year North American economics majors (who
have been exposed to a few of the main ideas in first and second year courses)
could cover up to about half the material in the book in moderate detail.

Osborne and Rubsintein (1994), a graduate text, offers a more advanced treat-
ment of the field. With few exceptions, the two books use the same notation and
terminology. The exceptions are noted on the website for this book (see the end of
the preface).

Examples modeling economic, political, and biological phenomena

The main examples that involve economic, political, or biological phenomena are
listed below. (Examples used to make a primarily game-theoretic point are omit-
ted.)

Economic phenomena

Accident law: Section 3.6
Adverse selection: Exercise 282.4
Auctions: Section 3.5 (perfect information), Example 142.1 (all-pay), Section 9.6

(imperfect information), Section 9.8 (imperfect information)
Bertrand’s model of oligopoly: Section 3.2, Exercise 134.2, Exercise 143.2, Exer-

cise 190.1, Exercise 213.1, Exercise 392.4 (dominance solvability), Exercise 457.1
(repeated game), Exercise 461.1, Exercise 461.2, Section 15.4 (repeated game
with imperfectly observable actions)

Chain-store game: Example 230.1
Collective decision-making: Section 2.9.4
Common property: Section 3.1.5
Competition in product characteristics: Exercise 74.2
Cournot’s model of oligopoly: Section 3.1, Exercise 134.1, Section 9.4 (imperfect

information), Exercise 388.3 (rationalizability)
Entry into an industry by a financially-constrained challenger: Exercise 173.1
Entry into a monopolized industry: Section 7.2
Exit from a declining industry: Section 7.5



xiv Preface

Expert diagnosis: Section 4.6
Firm–union bargaining: Exercise 175.1, Exercise 225.1, Exercise 490.2
Holdup game: Section 6.1.2
Market games: Exercise 209.3, Example 244.1, Section 8.4, Section 8.5, Section 16.2
Matching: Example 240.3, Section 8.7
Ownership and the distribution of wealth: Example 238.2, Example 243.1, Sec-

tion 8.3
Price competition between sellers: Exercise 126.1, Exercise 210.1
Provision of a public good: Exercise 31.1, Section 2.8.4, Exercise 43.1, Exercise 130.3,

Section 9.5, Exercise 388.2 (rationalizability)
Reporting a crime (private provision of a public good): Section 4.8
“Rotten kid theorem”: Exercise 175.2
Signaling ability with education: Section 10.7
Signaling quality with conspicuous expenditure: Section 10.6
Stackelberg’s model of duopoly: Section 6.2
Strategic information transmission: Section 10.8
Timing product release: Exercise 78.1

Political phenomena

Agenda control: Section 6.1.3 (perfect information), Section 10.9 (imperfect infor-
mation)

Allocating resources in election campaigns: Exercise 139.2
Approval voting: Exercise 47.3
Buying votes in a legislature: Section 6.3
Cohesion of governing coalitions in legislatures: Exercise 226.2
Collective decision-making: Section 2.9.4
Committee decision-making: Section 7.4
Electoral competition between citizen-candidates: Exercise 73.2
Electoral competition between policy-motivated candidates: Exercise 73.1
Hotelling’s model of electoral competition: Section 3.3, Exercise 194.3, Exercise 194.4,

Section 7.3 (strategic voters), Exercise 388.1 (rationalizability), Exercise 456.2
(repeated game)

Juries: Section 9.7
Lobbying as an auction: Exercise 88.3
Majority game: Example 239.1, Exercise 243.2
Vote trading: Exercise 245.2
Voter participation: Exercise 32.2, Exercise 116.1
Voting: Section 2.9.3 (strategic game), Section 8.6 (coalitional game), Exercise 307.1

(swing voter’s curse), Exercise 392.3 (dominance solvability)
Voting by alternating veto: Exercise 172.1
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Biological phenomena

Evolution of sex ratio: Section 13.6
Hawk–Dove: Example 400.2, Example 406.2, Section 13.3.2
Hermaphroditic fish: Exercise 16.1
Nesting behavior of wasps: Section 13.5
Reciprocal altruism: Box on page 447
Sibling competition: Section 13.4
Signaling hunger (Sir Philip Sydney game): Exercise 335.2
War of attrition: Section 3.4

Personal pronouns

The English language lacks a third person singular pronoun widely interpreted
to be sex-neutral. In particular, many experiments have shown that “he” in not
neutral1, a finding consistent with the observation that whereas people may say
“when an airplane pilot is working, he needs to concentrate”, they do not usually
say “when a flight attendant is working, he needs to concentrate” or “when a secre-
tary is working, he needs to concentrate”. To quote the American Heritage Dictionary

(third edition, page 831), “Thus he is not really a gender-neutral pronoun; rather
it refers to a male who is to be taken as the representative member of the group
referred to by its antecedent. The traditional usage, then, is not simply a gram-
matical convention; it also suggests a particular pattern of thought.” Like many
writers, I regard as unacceptable the bias implicit in the use of “he” for individu-
als of unspecified sex. The New Oxford Dictionary of English states the case clearly:
“[the use of he to refer to a person of unspecified sex] has become . . . a hallmark of
old-fashioned language or sexism in language.” Writers have become sensitive to
this issue in the last fifty years, but the lack of a sex-neutral pronoun “has been felt
since at least as far back as Middle English” (Webster’s Dictionary of English Usage,
Merriam-Webster Inc., 1989, 499). A common solution has been to use “they”,2 a
usage that the New Oxford Dictionary of English endorses (and employs). In some
contexts this usage sounds natural, but in others it does not; it can also create am-
biguity when the pronoun follows references to more than one person. I choose a
different solution: I use “she” exclusively. Obviously this usage, like that of “he”,
is not sex-neutral, but it may help to counterbalance the widespread use of “he”,
and seems unlikely to do any harm.

1See, for example, Janice Moulton, George M. Robinson, and Cherin Elias, “Sex bias in language
use: ‘neutral’ pronouns that aren’t”, American Psychologist 33 (1978), 1032–1036; Janet Shibley Hyde,
“Children’s understanding of sexist language”, Development Psychology 20 (1984), 697–706; and John
Gastil, “Generic pronouns and sexist language: the oxymoronic character of masculine generics”, Sex
Roles 23 (1990), 629–643.

2For a discussion of the history of the use of “they”, see Ann Bodine, “Androcentrism in prescriptive
grammar: singular ‘they’, sex-indefinite ‘he’, and ‘he or she’ ”, Language in Society 4 (1975), 129–146.
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References

The “Notes” section at the end of each chapter attempts to assign credit for the
ideas discussed. Several cases present difficulties. In some cases, ideas evolved
over a long period of time, with contributions by many people, making their ori-
gins hard to summarize in a sentence or two. In a few cases, my research has led
to a conclusion about the origins of an idea different from the standard one. In all
cases, I cite the relevant papers without regard to their difficulty.

Over the years, I have taken exercises from many sources. I have attempted to
remember the origins of the ones I use in this book, and give credit appropriately.

Conventions, numbering, and nomenclature

I use the term “dollar” for a unit of money because it is probably recognizable as
such to a majority of readers of this book, even if they pay their bills in rupees,
yuan, or pa’anga.

In formal definitions, the terms being defined are set in boldface. Terms set in
italics are informal definitions.

Definitions, propositions, examples, and exercises are numbered according to
the page on which they appear. If the first such object on page n is an exercise, for
example, it is called Exercise n.1; if the next object on that page is a definition, it is
called Definition n.2. For example, the definition of a strategic game with ordinal
preferences on page 11 is Definition 11.1. This scheme allows numbered items to
found rapidly, and also facilitates precise index entries.

Symbol/term Meaning

? Exercise, with solution on website

?? Hard exercise, with solution on website

? Exercise, with solution available only to instructors (see web-
site for conditions)

?? Hard exercise, with solution available only to instructors (see
website for conditions)

I Definition

Result

Example: a game that illustrates a game-theoretic point

Illustration A game, or family of games, that shows how the theory can
illuminate observed phenomena
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